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In this work, we optimize the routing of the lightpaths

Abstract—The cost function for the capacity of optical links to minimize the installation costs of a (survivable) optica
follows a step function. That means, the support of one more pnanyork, It helps operators to plan networks from scratch,
lightpath might require a costly upgrade of an optical cross recommends where to place which optical equipment and
connect (OXC), but then additional lightpaths can be suppoted . ;
at almost no further cost. This should be considered when Where to route the lightpaths. We explain the cost model we
lightpaths are routed through an optical network. In this paper use in detail. We formulate an integer linear program (ILP)
we optimize the routing of the lightpaths to minimize the coss for  including all technical constraints to calculate the rogti
the required optical equipment. We consider this problem fo the of lightpaths in such a way that the installation costs of a
failure-free case only and for survivable networks using ddicated twork inimized. Th look at ivabl
path protection. We formulate the problems by integer linea Néw network are minimized. _en,_ we _O_O_ a _surwva e
programs (ILPs). In addition, we propose heuristics to sole the DWDM mesh networks that require link-disjoint primary and
problem since solving ILPs is computationally expensive ahnot backup paths for dedicated protection and integrate these
feasible for large problem instances. We show that our heustics  additional conditions in the optimization problem makirg i
lead to good results within a fraction of time compared to ILP more complex. Solving ILPs yields exact results, but it is
solvers. an N'P-hard problem. Therefore, this strategy is very time-

I. INTRODUCTION consuming and limited to small problem instances.
Optical transmission technologies like wavelength dosisi W€ Propose several heuristic optimization algorithms  of

multiplex (WDM) or dense WDM (DWDM) provide abundantdifferent _complexit_y to solve the above problem. We compare
bandwidth for the future such that it is often said “bandwidtth® guality of their results with those of the powerful ILP
will be for free”. This is not quite true as dark fiber require§0Iver CPLEX on various problem instances. As the runtime
costly optical equipment to be operated, i.e. optical cro8§ the ILP solvers is very long, we terminate them after
connects (OXCs), line cards, repeaters, or optical priotect © hours while we terminate our heuristics after 2 minutes
switches (OPSs). This technology has the nice propertjithapf computation time, i.e. we compare the results of both
is gradually extensible in the sense that network operatams @PProaches for limited computation time. It turns out that
install base initial equipment with low capacity and upgnad U he_urlstlc results are r_athe_r good although they use only
it only later to higher capacity when needed. Upgrade maduf@ fraction of the computation time of CPLEX. _
are costly but increase the capacity of an OXC considerably.TNis work is structured as follows. In Section II, we explain
Therefore, the equipment costs to support an increasing n technological background of the optimization used and
ber of lightpaths follows a step-function. Furthermoree thPresent related work. In Section I, we introduce the cost
cost structure of optical equipment allows cheaper tranisp§10dél and ILPs to optimize the routing of the lightpaths
by larger OXCs. On the one hand, this makes transportatiF?n minimize the network costs with and without resilience
of highly aggregated traffic more cost-efficient which is goo "équirements. In S_ectlon IV, we develop fom_Jr heuristics for
but on the other hand it requires that networks are installdpt purpose. Section V compares the quality of the results
and configured in such a way that they make use of trfpbtained from the ILPs and the heuristics. In Section VI, we
economy of scale. The routing of the lightpaths has an imp&@nclude this paper and give an outlook on future work.

on th_e network costs. For instance, it |s.cheaper o CANY TECHNOLOGICAL BACKGROUND AND RELATED WORK
new lightpaths over longer paths when their OXCs have free . _ N _ .
capacity than to upgrade the equipment on the shortest.pathd" this section, we make the reader familiar with the basic

Moreover, constraining aspects like the maximum number §pNcepts of optical networking technology, minimizatioh o
wavelengths on a fiber also need to be considered. installation costs for survivable DWDM mesh networks, and

give an overview of related work.
This work is part of the EUREKA project “100 Gbit/s Carrierdéle .
Ethernet Transport Technologies (CELTIC CP4-001)" anddésh by the A. Optical Technology

Federal Ministry of Education and Research of the FedergluRle of | tical tworks. dat t itted i .
Germany (Forderkennzeichen 01BP0775).The authors aomaesponsible n opucal networks, data are transmitte 1IBers using

for the content of the paper. light pulses. These light pulses are generated and received
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(or resiliencg, i.e., a network’s ability to keep up a certain
service level even in the case of failed network componénts.
detailed explanation and an overview of resilience mecmasi
can be found in [2]. In this paper, we consider the hardware
Transponder requirements for the failure-free case and all single link
l:l failures with end-to-end(e2e) protection switching. We use
dedicated path protectiowhich means that each primary path
- Shartepah, is protected by its own backup path. With 1:1 protectiorffitra

o 8 2 I ! is redirected from the primary path to the backup path only
L o o | in case of a failure such that the backup path can be used to
m

carry other low priority traffic under failure-free conditis.
With 1+1 protection, signals are simultaneously carriedrov
Fig. 1. MODEL OF OPTICAL TRANSMISSION AND OPTICAL componenTs Primary and backup paths such that the failover time is very
short in case of a failure. End-to-end protection requimks a
ditional components for managing primary and backup paths.
by transpondersat both ends of dightpath Transponders We subsume this functionality inptical protection switches
have lasers that are able to send such light pulses at arcer{@PS) that are installed at both ends of a lightpath to double
wavelength through a fiber. Data can be transmitted simul@ad merge the signals in case of 1+1 protection. Alternigtive
neously on different wavelengths on a single fiber which ige could monitor the primary path and only send data on the
called wavelength division multipleQVDM). If the number backup path in case of a failure, but this would need addition
of different wavelengths is large, we need to considense signalling functionality.
WDM (DWDM) which is able to handle more wavelengths
on a single fiber than mere WDM. Additionally, the usual
time multiplex and code division multiplex techniques from ) o
the electrical domain can be applied on each wavelength. APProaching Optimization Problems
Optical networks useptical cross connect$OXCs) which ) o ) ) o
receive many incoming light pulses from one fiber and forward The considered optimization problem is combinatorial, i.e
them onto other fibers, possibly with wavelength conversiol® Solution space can be represented as a vector whose
DWDM multiplexershave reduced functionality and just mul-eléments are positive integrals and we can find the optimal
tiplex several signals onto one fiber. Optical signals atae Sflution by combining the right integers. Usually, suchkpro
over distance and by the processing in switching nodes sUgms are modeled asteger linear programgILP) which are a
that they might have to be refreshed peaters Thus, a SPecial case dfnear programswith a purely inte.gral domain.
lightpath often traverses several OXCs, DWDM multiplexeré decent introduction to ILPs can be found in [3]. In such
and repeaters as depicted in Figure 1. ILPs, an objective function is to be optimized and a set of
With further optical know-how (e.g., polarization), thetala constraints is given to whom the optimization is subject to.
rate per fiber can be even increased. But there also are kevéfgile real number solutions of ILPs can be efficiently found,
restrictions which result from the fact that computers tende-9- using the Simplex algorithm [4], integral solutions kard
electrical signals. Many manipulations to a data flow, Ikt find because such problems avé&P-hard [5]. ILP solvers
packet switching, can be done only in the electrical domaitik€ CPLEX [6] make use of sophisticated approaches to solve
Thus, an opto-electrical conversion has to be performedrdh ILPs efficiently by shrinking the valid domain and number of
are several ways to distinguish optical networks. constraints of a problem. Such approaches are described in
On the one hand, optical networks can be declareidaas- [7]. Albeit, these approaches improve the performance ef th
parent opaque or hybrid. In this paper, we consider opaquéLP solution, they still suffer from the complexity and cartn
networks, i.e., optical signals are converted to the etedtr efficiently handle large problem instances, i.e. networks w
domain at each OXC and can be arbitrarily manipulated, e.g./arge number of nodes in our case.
via wavelength conversion. This is different to transparen To overcome this scalability issue, we ubeuristics A
networks where lightpaths are never interrupted by eleadtri heuristic is an approximative approach and does not explore
conversion and hybrid networks which are a mixture of opaqtige complete solution space. Hence, it is able to get a {fEgsi
and transparent. On the other hand, we have to distinguésh flolution even for large problems within acceptable time, bu
principle of opticalring andmeshnetworks. Formerly, optical cannot guarantee to find the optimum. In literature, the most
networks were only used for long haul backbone transpa@®mmon heuristics are randomized, i.e., their solutioredep
based on SONET/SDH and were realized by a ring topologyn a random seed and runs can be repeated to possibly improve
Nowadays, optical networks also can be built more flexibtk amlready obtained solutions. Examples of such randomized
are more meshed. We consider mesh networks. An overviapproaches are simulated annealing (e.g., [8]) and genetic
of optical technology and physical principles is given if. [1 algorithms (e.g., [9]). In contrast, the heuristics depeld in
Another important aspect in optical networksigvivability this papers are deterministic.

Transponder

]

Lightpath (End-to-End)
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TABLE |

C. Related Work NORMALIZED COSTS OF THE CONSIDERED COMPONENTS
Protection in multi-layer networks was considered in [10].

[11] gives an overview of different wavelength routing algo Component Costs ILp

rithms, and disjoint path protection in optical mesh netsgor (normalized) | identifier

was considered in [12]. However, the objective of these fiber 0 fib

algorlthms is to optimize the routing of the _I|ghtpaths in a 10G transponder 50 "

network in such a way that the number of required wavelengths

iS minimized. OXC base unit 480 ngge
Currently, there are only a few papers that consider instal- OXC upgrade unit 105 Clpgrade

lation costs of survivable DWDM mesh networks. In [13], OPS 42 oS

the effect of protection mechanisms on transparent optical
networks is investigated. The authors of [14] derived their
cost model from an extensive study of normalized costs for ) i
optical components [15] within an European context. This: Mathematical Problem Formulation

cost model was also used in [8] whose authors investigateqN . S
. . . . : . e describe the problem of minimizing the network costs
the installation costs with dedicated path protection bynais ! P Inimizing W

. . ) . optimizing the routing of the lightpaths by an integeetn
simulated annealing. We used this cost model as a basis E%l(r)gram (ILP) which is based on the ILPs used in [14]. Our
our own cost model, too.

ILP calculates optimal paths while the ILP in [14] reduces it

In this paper, we develop efficient heuristics that are MU ution space to thé shortest paths for each demand. We

faster than an exact ILP solver. In contrast to a fast ap;br,o_aﬁrst explain the notation used in this paper. We then present

€.9., based on simulated annealing [8], the presentedsieari the ILP for the case without protection and then for the case

are not randomized, but deterministic. To the best of our. . .
knowledge, this is the first paper that tackles the problem \6v#th dedicated path protection.

installation costs in survivable DWDM mesh networks with 1) Notation: We represent the structure of the network by
enhanced deterministic heuristics. a directed graply = (V, £) with V being the set of nodes and

£ CV x V being the set of links. We assunuait demands
[1l. M ODELLING AND PROBLEM FORMULATION between all nodes, i.e. all demands have the same size. To

First, we present our simplified cost model for an opticgiPeed up the computations, we only consider bi-directional
network explaining what components are required includiffemands which was also done in [14]. Consequently, there
their capacity. Then, we set limteger linear program¢ILP) to ~ are SV —1) = V|- (]V] = 1)/2 demands in a netwotk
optimize the routing of lightpaths to minimize the instéiba instead of[V| - (|V| — 1). We assume that a single lightpath
costs of a network which is the sum of the costs for thd0G) satisfies the bit rate requirements of each demand such
required components. We consider networks with and witholixat each demand requires only a single lightpath from ourc
dedicated path protection. to destination, i.e., our study is bit rate agnostic.

A Cost Model We need the following notation for the ILPs.

We review a simplified cost model used in [14] which is * % J: st € V: specific nodes
based on [15]. We have assumed that the topology of the® (i-J) € €: a specific link _
network is given, i.e. the network operator owns dark fiber, * ds¢: binary value; it is 1 if there is a demand from node
To make a fiber usable, an OXC base unit is required at $ t0 nodet, otherwiseitis 0.
both ends. Furthermore, the OXC base unit must be equipped ;- Pinary variable; it is 1 if link(i, j) is used by any
with one or more OXC upgrade units which can support lightpath, otherwise itis 0. _
N* wavelengths each. In our study, we udg' = 10. A . Ffjt: binary v_anable; itis 1 |f_ a I_|g_htpath from to ¢ is
simple fiber can accommodate at md$t wavelengths. In routed over link(i, j), otherwise it is 0.
our study, we mainly usdV = 40. To set up a lightpath, ° njj:_vangb!e indicating the number of wavelengths used
a transponder at the source and at the destination is needed, N ink (i,7)
and if the lightpath extends over several hops, all nodes in® " - variable indicating the number of OXC upgrade
between require sufficiently many OXC base and upgrade Units on link(i, ;)
units for the used fiber links. We assume that all nodes cgRe names and the values for component costs are listed in
either convert wavelengths or th&lt' is large enough such Tgpje |.
that suitable wavelength assignment is possible. To fatli
1+1 protection, a demand requires two link-disjoint ligdttys,
each equipped with separate transponders at their sourdes
destinations, and it requires an optical protection swi@RS)
at both sides of each such pair. Normalized cost of these
devices are compiled in Table I. L1x| denotes the cardinality of set.

2) Unprotected CaseWithout protection, the network con-
sists of the transponders required to activate the lightpahd
{fe OXC base and upgrade units that are necessary to support
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the links. We calculate the costs for the unprotected case by a) Primary and Backup Pathstike above, we use the
binary variabIeFff to indicate whether the primary path for

Co = 2-c°. Z dst + (1) a demand froms to ¢ uses link(i, j). We introduce another
dsi€D binary variabIerjt- to indicate whether the backup path for
2. Z ((Cﬁb + Y - uig + XS ade nde). a demand froms to ¢ uses link(i, j). Each link can be used
(i,f) €< at most once by the primary and backup path for a demand

from s to ¢, otherwise primary and backup paths are not link-
This cost function needs to be minimized while meeting théisjoint. This can be expressed by

constrains (2) — (4c) that are explained in the following.

a) Flow Conservation:We consider a particular node Vs, t eV, (i,j) € € Fii‘t + Ffit + Gf; + G% <1 (6
and look at the difference of inflowing and outflowing traffiGye consider both directions of a link to avoid that primary
induced by a specific demand fromto ¢. If i is the source anq packup path use the same link in opposite direction.
of the demand, the outflow i, if 7 is the destination of the b) Flow Conservation for Backup Path&low conserva-

demand, the inflow is-d.,; otherwise the difference betweenion also holds for backup paths. In analogy to Equation (2),
in- and outflowing traffic at node is zero. This holds for the following equation must be respected.

any nodei and demand between any nodesndt. This is

captured by the following equation. dst, 1=s
_ Vios,t€V: Y G- Gil=q—dy, i=t (7)
dst, 1= (i.4)€€ (Gi)ee 0  otherwise
Vis,teV: > F=>" Fi={-dg, i=t (2

¢) Minimum Number of Lightpaths per Linkrthe min-
imum number of Iightpathm?j carried over link(i, 7) now

b) Minimum Number of Lightpaths per Linkthe num- consists of the _number of primary and backup paths. In
ber of lightpaths»?;, on a unidirectional link(i, j) is at least analogy to Equation (3), we get

(i,9)€E (4,9)€E 0 otherwise

the sum of all demands carried over lifk j): V(i,j) € £ Z Fst 4 G5t < (8)
) . 1] 1y — 'Yy
Vi) eE: S FY<n) 3) (s,0)eVxV
(s,)EVXV

IV. HEURISTICS
¢) Maximum Number of Lightpaths per Linkhe num-

ber of lightpaths carried over a bidirectional link + n In this section, we introduce four heuristics that optimize
ghtp 7 i the routing of the lightpaths to minimize the installatiosts

is limited by the number of OXC upgrade unitg* and by of optical networks. We start with a very simple and intu-

the maximum numbeV” of wavelengths on a fiber. It alsq itive heuristic and iteratively refine it towards a sopluated

fqlf?smfg ;T)T d!nflc()rlsbgt?]gcaeilroeligo?l); irf] tﬁ;(ﬁntase untt, “Reuristic using a Iook—:_:lhead meghanism _in combination with
t ' ' a k-shortest path algorithm. We first consider the unprotected
case and then explain how to add resilience constraints to
V(i j) € £ : n?] " n; <W -y (4a) the basic algorit.h.ms to.route Iink-disjoint primary and kag
paths when resilience is required.
V(i,j)e € npy+nj <ndc N (4b)
(i, j) € & : wij = uji (4c) A. Min-Hop Heuristic
The Min-Hop heuristic is based on Dijkstra’s shortest path
3) Dedicated Path ProtectionDedicated path protection algorithm [16]. We use the hop-count metric to realize sbsirt
sets up a primary and a backup lightpath for a demapdth routing, i.e., the weights of all links are 1 such that
from s to ¢t and these links must not share any commahe shortest path is the one with the least number of hops.
links. Therefore, two transponders for each protectiorh padll lightpaths are routed in the order of their generation
are required and another two optical protection switches gey the program. When all demands are routed, the required
lightpath to facilitate the failover function. The costs the equipment is installed. The Min-Hop heuristic is very simpl
additional protection hardware have to be added to the coatel does not respect the installation costs of the DWDM mesh
of the unprotected case. Hence, the network costs are network. It just serves as a simple reference.

B. Greedy Heuristic

With the Greedy heuristic, the lightpaths are also routed
in the order of their generation. In contrast to the Min-
This cost function needs to be minimized while meeting thdop heuristic, the Greedy heuristic respects equipmentcos
Constraints (6), (2), (7), (8), and Inequalities (4a) — (4d)e The routing of a lightpath consists of two steps. In the first
missing constraints are explained in the following. step, we calculate a link cost functiarii, j) for each link

Cr=Co+2- (®+c™) - > da. (5)
dst €D
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Input:  Graphg = (V, ), set of unplanned Input:  Graphg = (V, &), set of unplanned
demandsD demandsD, maximum number of shortest
while D # () do pathsk

St oo while D # () do

forall d € Ddo {look-ahead stegs Pt t 00
perform Greedy heuristic starting withon shortest forall d € D do {look-ahead stegs
pathp create set of up té-shortest pathg for demandd
¢ < network costs for all p € P do
if ¢ < cPstthen perform Greedy heuristic starting witlh on path

chest c, dbest d, pbest —p P

end if ¢ + network costs

end for if ¢ < cPestthen

D« D \ {dbest} Cbest<_ c, dbest% d, pbest<_ P

fix pPest for lightpath of demandi®®st end if

end while end for
Output:  Routes for all lightpaths end for
. _ D < D\ {d**s}
Algorithm 1: GLA HEURISTIC fix pbest for lightpath of demandi®ss
end while
(i,j) € & reflecting its required upgrade cost to supportOutput:  Routes for all lightpaths

another lightpath. In the second step of the heuristic, #ta p Algorithm 2: k-SHORTEST PATHGLA HEURISTIC
of the new lightpath is determined by Dijkstra’s shorteshpa
algorithm based on this link cost function. These two steps
are repeated for all remaining demands. If there are sevelg@jvj) =120V ’ni\j/W] effectively solves the problem. It
least-cost pathS w.r.t. this metriC, the path which was thst fi also improves the results of the Greedy heuristic.
in the path generation process is chosen.
1) Link Cost Function:The link cost function is based onC. Greedy Look-Ahead Heuristic

the cost model defined in Section IlI-A. The Greedy Look-Ahea(lGLA) heuristic is an extension of

2 - (cpaSet ConSradds If 35 =0 the Greedy heuristic. While the normal Greedy heuristi¢cesu
9. oxc if n#£0A the demands in the order of their generation, the GLA hearist
S upgrade i (9) . . . .
c(i, ) n) =0 (mod N*) changes this order to improve the routing of the lightpatit a
v to minimize the required network costs.
1 otherwise

The GLA heuristic looks one step ahead into the planning
If a link (i,5) € £ was not used for routing so far, i.e.,process before fixing the route of a lightpath. To that end,
nﬁj = 0, an OXC base unit and the first unit for managingLA considers every demandl € D for which the route of
N* wavelengths must be installed on both sides of a links lightpath is not yet determined. It applies the normad &gty
Therefore, the link cost function returns the sum of thestso heuristic to route all unplanned demands starting with the
cxe oxc If another lightpath increases the number ofonsidered demand. Then, the network costs are calculated

base+ Cupgrade . X
lightpathsn; on the link(i, ) in such a way that another oxcand the demand leading to the least network costs is the

upgrade ur;ft is required for managing furtmﬁ Wave'engthsy next for Wh|Ch the I’OUte. OT |tS |Ightpath iS f|Xed according to
the link cost function y|e|ds the Cogﬁégrade of this OXC the normal G.I’eedy heUrlSF|C. A formal deSCprtlon of the GLA
upgrade unit. Otherwise, no further node components havel@uristic is given in Algorithm 1.
be installed to support a further lightpath over the conside L
link. Nevertheless, we set the link cost function to 1 t&- k-Shortest Path GLA Heuristic
minimize the resources used by the new lightpath when itsThe GLA heuristic considers only one shortest path w.r.t.
path is determined by the shortest path algorithm using thie link cost function for each demand. We extend the GLA
link cost function. heuristic by offering thet shortest paths w.r.t. the link cost
2) Improvement of the Cost FunctioW/e found that the function when a demand is tested as a next candidate
Greedy heuristic tends to exceed the maximum number iof a look-ahead step and call this theshortest path GLA
wavelengthsWW on “popular” links. As this prevents the heuristic. We use Yen's algorithm to fink-shortest paths,
routing of some demands, we introduced a penalty tenwhich was presented among other algorithms for this task in
p(i, 7) which is added to the normal link cost functiofi, j). [17]. A formal description of thé-shortest path GLA heuristic
Such a penalty term must respect the ratio of the numberisfgiven in Algorithm 2. The GLA heuristic is the special
Iightpaths(n?j) currently routed over the linki, j) and the casek = 1 of the k-shortest path GLA heuristic. Thé-
maximum number of wavelength® on a fiber. We found that shortest path GLA heuristic explores more paths and cad yiel
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better results. However, it also performs more look-ahésoks

leading to longer computation time. N

London

E. Heuristic Algorithms for Survivable Networks

Amsterdag

Resilience requires a primary and a backup path for each ‘
demand. Therefore, the heuristics calculate two lightpétn Brussel \
each demand that need to be link-disjoint. We realize that by "\ Luxembourg 7
first determining the primary path for a demand and removing
its links from the network for choosing the path of its backup 0
path. This concept is rather simple and can be improved by
k-disjoint shortest paths algorithms [18].

Vienna

V. NUMERICAL RESULTS

We first illustrate the networks used for the comparison. We
then compare the installation costs obtained for the rgutin
the lightpaths which was optimized by CPLEX as well as by irefand Scandinavia

1

(a) COST239: 11 nodes and 26 bi-directional links [19].

our four heuristics, and explain special cases. We discoiss h

the maximum number of considered shortest patesould be

set to efficiently use th&-shortest path GLA heuristic and the United [ Nopérians

impact of the maximum number of wavelengfiis per fiber. S potand
Finally, we discuss the relative cost structure of optirdize \ hRepuf.ic
networks with and without resilience requirements. uor?k.a
A. Network Topologies ’

6
and
' 18 !
Italy
8

We consider four network topologies that are often used in
academic studies: COST239F&NT, Labnet03, and Nobel. Fonges! segn
They are depicted in Figure 2 indicating their size in terrhs o
links and nodes.

B. Comparison of Network Costs Gained by the ILP Solver
and Heuristics

For each of the above networks, we compare the minimal
network costs gained by the heuristics with those gained by
CPLEX, which is a powerful ILP solver. To that end, we
allow 2 minutes of computation time for the heuristics and
6 hours of computation time for CPLEX before stopping the
calculations. Table Il shows the network costs for optirdize
lightpath routing with and without protection.

In general, CPLEX gradually approaches the best solution.
It keeps track of an upper bound for which it has already

found a solution, i.e. a lightpath routing, and estimates th (c) Labnet03: 20 nodes and 53 bi-directional links [21].
gap towards the lower bound. When upper and lower bound )
have converged CPLEX has finalized the optimization. That > © [osiol
means, CPLEX may have found already the optimal solution, ,{# w,e =
but requires still a lot of time to prove that it is really thesh 7] g
one. The table shows the upper bound calculated by CPLEX : i ‘ o
and the gap towards the lower bound in percent. None of - TCondon m
the CPLEX runs was able to prove the optimality of the best o e Smbo:: A
solution found within6 hours, which is noted by a positive : Zurich ]
gap. Nevertheless, we can assume that these solutionsare ne
the optimum for all networks since our experience shows that ¥ =
the ILP solvers quickly find very good solutions and need a , ~*
lot of time to decrease the gap.
The table shows that the lightpath routing optimized by the (d) Nobel: 25 nodes and 41 bi-directional links [22].

heuristics leads to network costs that are only a few percent

. . . Fig. 2. THE CONSIDERED NETWORK INSTANCES
more expensive than the one optimized with CPLEX. More 9
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TABLE I
NETWORK COSTS FOR OPTIMIZED LIGHTPATH ROUTING WITH AND WITHOT PROTECTION

Parameter Heuristics ILP Solver
Network |4 Min-Hop | Greedy | GLA k-shortest GLA || Upper bound]| Gap (%)
COST239| 40 35020 | 18040 | 17830 17620 17620 Z.81
: GEANT | 40 57450 | 52740 | 49440 28270 47010 3.16
No protection () [abneto3 | 40 84370 | 58660 | 54940 51550 52930 22.15
Nobel | 160 | 109710 | 108900 | 104760 104760 100740 9.69
COST239 40 76880 | 39290 | 38120 36290 35360 137
- - GEANT | 80 102354 | 104754 | 102354 102624 99264 0.10
Dedicated Path Protectio{) |2t 129620 = 120800 122600 114050 7.70
Nobel | 160 || 222102 = 221897 221897 218832 0.59

complex heuristics mostly generate better results thaplsimsolution within 6 hours. This parametéy is also listed in
heuristics. In particular, both GLA heuristics lead to vgood Table II. With protection, twice as many lightpaths are rexbd
results within a fraction of time (2 min vs. 6 hrs) compareds without protection, therefore, protection requires rgda
to CPLEX. Therefore, they are a powerful and handy meafi§ for GEANT than without protection.
for network planners of survivable DWDM mesh networks. While the simple Greedy heuristic is not able to find
) a solution for Labnet03 and Nobel, the GLA variants find

C. Special Cases solutions as they reorder the demands. This again shows the

For Labnet03 without protection, CPLEX leads to a morsuperiority of both GLA variants over the normal Greedy
expensive network design after 6 hours (52930) thankthe heuristic.
shortest GLA heuristic after 2 minutes (51550). Even after ]F
hours, the CPLEX’s best solution costs 52930 with a gap 9
22.15%. . o )

For Labnet03 and BANT with protection, the normal GLA Figure 3 shows the relative installation costs .for all faastt .
leads to a cheaper network design than the actually enhanBEGVOrks. The reported costs are based on lightpath routing
k-shortest path GLA variant. Theshortest path GLA spendsW'th and without protection optlmlzed with CPLE)_(. For each
a lot of time in the look-ahead steps for only a few demandé.etwork the cos_ts are normalized by the costs without protec
As it is stopped after 2 minutes, it cannot show its supesiori tion. T_he comp|lat|0r1 shows that most of the costs are due
If it is given four minutes computation time, it leads to netkw O €duipment for optical cross connects (OXCs), followed by
designs with a cost of only 119960 for Labnet03. By reduciri@nsponders (TPs), while optical protection switches$&)P
the parametek, the k-shortest path GLA is able to find a cosPNly cause a minor portion of the overall installation costs
value of 102354 within two minutes for theBANT network. The installation costs with protection are about twice the
Thus, the enhanced GLA does lead to better results than f€S without protection. This is surprisingly little. Reotion
simple GLA when the computation time is long enough dequires more than twice the transmission capacity condpare
if the parametek: is small enough. Hencé; is an important to no protection because backup paths are often longer than

tuning knob: largerk leads to better solutions but only aftePrimary paths, and OPSs are also required. However, the OXC
longer computation time. and TP costs for the installed primary and backup capaogy ar

less than double compared to the mere primary capacity. The

; Comparison of Relative Installation Costs for Survivabl
hd Non-Survivable Networks

D. Configuration of the Maximum Numbkiof Shortest Paths
for the k-Shortest Path GLA Heuristic 55

The k-shortest path GLA heuristic requires a suitablehat TP [JOXCMOPS|
limits the maximum number of shortest paths in the optimiza-
tion. It has a significant impact on the run time of this heigis
As we are interested in heuristics that are fast and good, we
make a trade-off. Without protectioh, = [500/4(V1/10=1)]
yields good results for the tested networks. With dedicated
path protection, we choose half the valuekohs we have to
route twice as many lightpaths.

E. Impact of the Maximum Number of Wavelengths per Fiber

Relative Installation Costs

The maximum number of wavelengths per liflK signifi-
cantly impacts the solvability of the problem and the gwalit
of the results. It is a very sensitive parameter w.r.t. gmssi
lmprovements Of the heurIStIC_S' To face the Cha”e_nge’ VM% 3. INSTALLATION COSTS SPLIT BY THE CONSIDERED COMPONENTS
doubled the parametél” only if CPLEX could not find a InTHE NETWORK INSTANCES

COST239 GEANT Labnet03 Nobel
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reason for that is that optical base units are costly andimedju
only once per link. As a consequence, the costs of a link do nef;
scale linearly with its capacity when more OXC upgrade units
are installed. Therefore, the costs for networks with prina (2]

can be even less than twice the costs for the same networﬂgﬁ

without protection.

VI. CONCLUSION

In thi . . . . [4]
n this paper, we optimized lightpath routing to obtain eost
minimal DWDM networks with and without protection. We [l
explained our technological assumptions and the cost model
We formulated the technical constraints by setting up ars]
integer linear program (ILP) to minimize the equipment sost[7]
for a new network with a given topology and demand matri>i8
by optimizing the routing of the lightpaths. The solution of
ILPs guarantees optimal results, but it is time-consumimgdy a
applicable only to small problem instances. (9]
We proposed four heuristics with increasing complexity:
shortest-paths routing (Min-Hop), a simple greedy heiatist [10]
simple greedy heuristic with look-ahead (GLA), and a comple
GLA. More complex heuristics lead to more cost-efficient
networks. To assess the performance of our algorithms, W&l
compared them with solutions found by the powerful ILP
solver CPLEX. Within a limited computation time of two[12]
minutes, the heuristics produced good results that wergeclo
to those that CPLEX achieved within 6 hours. This give[§3]
justification for the use of good heuristic optimization hds
on large problem instances where ILP solvers do not produce
reasonable results within acceptable time. 14]
Comparing the costs for non-survivable and survivab{e
DWDM mesh networks using dedicated path protection, we
observed that survivable networks are only about twice fg;
expensive as non-survivable networks which is surpriging
cheap.
This paper is only an initial step towards the design of COsty)
minimal survivable optical networks. In future work, weentd
to consider grooming to benefit from cheaper transmissidtT]
at higher bit rates and we want to study more detailed cost
models. We would like to take into account routing angs]
protection or restoration mechanisms on higher layers such
as IP, MPLS, or Carrier Ethernet and design cost optim%]
solutions for survivable optical multi-layer networks.
20
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