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Abstract

In this paper we evaluate the performance of a content loligion service with respect
to reliability and efficiency. The considered technology ffealizing such a service can
either be a traditional client/server (CS) architecture greer-to-peer (P2P) network. In
CS, the capacity of the server is the bottleneck and has tanhendioned in such a way
that all requests can be accommodated at any time, while &y28m does not burden a
single server since the content is distributed in the nétaanong sharing peers. However,
corrupted or fake files may diminish the reliability of theAP&ervice due to downloading
of useless contents. We compare a CS system to P2P and evhleatownloading time,
success ratio, and fairness while considering flash crovixhés and corrupted contents.

1 Introduction

The volume of traffic transported over the Internet has drastically iseceaver the last few
years. The download of multimedia contents or software packages maigtcohkarge files
imposing high requirements on the bandwidth of the file servers. In conwahsgstems this
means that the servers must be properly dimensioned with sufficientityapaarder to service
all incoming file requests from clients. On the other harekr-to-peefP2P) technology offers a
simple and cost-effective way for sharing content. Providers offdairgge volume distributions
(e.g. Linux) have recognized the potential of P2P and increasinglyddfenloads via eDonkey
or BitTorrent.

In P2P, all participating peers act simultaneously as clients and as semwdrihe file is not
offered at a single server location, but by multiple sharing peers. Sieckaldl is distributed
among all sharing peers, the risk of overloading servers with requaestdused, especially in
the presence of flash crowd arrivals. However, this flexibility comessdight risk. Since the
shared file is no longer at a single trusted server location, peers mapaiferupted version of
a file or parts of it. This is referred to g®isoningor pollution [1] depending on whether the
decoy was offered deliberately or not. When the number of fake pelargées the dissemination
of the file may be severely disrupted. All of this leads to a trade-off coride between high
reliability at the risk of overloaded servers and good scalability whereetteived data may be
corrupt. In this context, we define reliability as the availability of a single filer tvee in a
disruptive environment. This is expressed by the success ratio of dasgldNhile in some



structured P2P network types, the disconnection or segmentation of therkeébpology due
to node failure may influence the availability of content, we will only focus ostuctured
P2P systems and assume that each peer can contact any other peer wéméhprobability
(epidemic model). This is valid e.g. in eDonkey networks. In this case, thialwisy of a file
is expressed by the number of sharing peers. Hence, the availability iREhedworks we
consider is predominantly influenced by the user behavior [2], like ¢huilingness to share a
file, or impatience during downloading.

In this paper, we investigate the trade-off between client/server (CF 2R dile sharing using
simple models. While we assume the file structure and download mechanism teragraplike
in eDonkey, the model can be easily extended to any other P2P networkocdis of interest
lies hereby on the downloading time until successful completion of the file anesdmber
of aborted downloads due to the impatience of users. With these perfaemeatdcs we can
justify under which conditions a P2P network outperforms CS. In additamédss of the CDS
is considered as well.

The paper is organized as follows. In Section 2 we briefly summarize existing related
to evaluating content distribution systems and comparing P2P with CS. Sectioni8gs the
models and assumptions that we impose. In Section 4, we provide numesdukls rer the
comparison of the performance of P2P with CS in terms of success ratio|aimvduration,
and fairness. Finally, this paper is concluded with a summary and an outhoiiture work.

2 Related Work

Most studies on the performance of P2P systems as content distributioorkegly on mea-
surements or simulations of existing P2P networks. For example, Saroiu[8} ebnducted
measurement studies of content delivery systems that were accedbeddniversity of Wash-
ington. The authors distinguished traffic from P2P, WWW, and the Akaoraeat distribution
network and they found that the majority of volume was transported overAP@nprehensive
survey of different P2P-based content distribution technologies engiv [4]. In [5] a simu-
lation study of P2P file dissemination using multicast agents is performed andojbeggtion
under different conditions is studied. Hol3feld et al. [6] provide a simulattady of the well-
known eDonkey network and investigate the file diffusion properties uoalestant and flash
crowd arrivals. However, most work on P2P file diffusion as those meati@bove usually do
not assume any fake files from pollution or poisoning.

Han et al. [7] study the distribution of content over P2P and considardiag strategies as
incentives to improve the diffusion. They show that the network structuterins of hierarchy
and clustering improve the diffusion over flat structures and that corapegseferrers im-
proves the speed of diffusion and an optimal referral payment caarbed. The user behavior
and an analysis of the rationale in file sharing is studied in [8] using gameythdue focus lies
on free riding in the network and the authors offer suggestions on how toimthe willingness
of peers to share. Qiu et al. [9] model a BitTorrent network using a fluidehand investigate
the performance in steady state. They study the effectiveness of thaistecenechanism in
BitTorrent and prove the existence of a Nash equilibrium. Rubenstein almd 0] provide
a mathematical model of unstructured P2P and show that P2P networkggebdvgcalability



and are well suited to cope with flash crowd arrivals. Another fluid-diffel P2P model from
statistical physics is presented by Carofiglio et al. [11]. Both, the ugktrencontent dynamics
are included, but this is only done on file level and without pollution. Thasdiess show that
by providing incentives to the peers for sharing a file, the diffusion gntigs are improved. We
include appropriate paramters in our model which capture this effect, wisibecansidering

pollution.

Christin et al. [1] measured content availability of popular P2P file shargtg/arks and
used this measurement data for simulating different pollution and poisoninggé® They
showed that only a small number of fake peers can seriously impact the pseception of
content availability. In [12] a diffusion model for modeling eDonkey-likePP2etworks was
presented based on an epidemic SIR [13] model. This model includes polaritha peer
patience threshold at which the peer aborts its download attempt and retigieadain. It was
shown that an evaluation of the diffusion process is not accurate bnelign steady state is
assumed or the model only considers the transmission of the complete filejadigpa the
presence of flash crowd arrivals.

3 Modeling the Content Distribution Service

In the following we will consider two alternative architectures for contestrithution: P2P
and a traditional client/server structure (e.g. HTTP or FTP server). #feda pollution from
malicious peers in the P2P model offering fake content. On the other handli¢ht/server
system is limited by the server bandwidth. In both systems we assume that tiewiiéng to
wait only for a limited time until the download completes. If the downloading proeaseeds
a patience threshold, the user will abort his attempt. We will use these modelertarialyze
the benefits and drawbacks of each architecture.

3.1 Peer-to-Peer Network

In the P2P model we assume that the file sharing process of a file witli;sizeperates similar
to the eDonkey network. The sharing itself is performed in units of 9.5MRB;adled chunks
and the data of each chunk is transferedliocksof 180kB. In order to make the model more
tractable, we simply consider that each file consists\bfdownload data units. After each
chunk is downloaded, it is checked using MD5 hashes and in caseansedetected e.g. due
to transmission errors, the chunk is discarded and downloaded agaér.allifchunks of a file
have been successfully downloaded, it is up to the peer if the file is kepsesderfor other
peers to download or if it is removed from shaleegtheror free rider). In this study, we only
consider a file that consists of a single chunk with= 53 download units which corresponds
to the number of blocks in a chunk. Thus, the terms block and download/diataill be used
interchangeably.

3.1.1 Description of the Flow Model

As mentioned above, errors may occur during the download processlofrk rendering it
useless. This mechanism is used by malicious peers deliberately introdacingaus chunks



arriving

.. n .
arriving leaving

(1-pa)(1-pr)u

sharing

KJ. downloading

Y
] ~ Apgpen n ,
- Do Dot o Zp T e @ o D ,CZ)_> leaving

non—sharing

(T-pr)p N\ (1-pe) p (I-po)u pe(1-pr)n

downloading from fake peers

n

leaving

aborting

(1-pa)u

Figure 1: Flow diagram of P2P file sharing model

to the file sharing network. In order to characterize the dynamic behaf/itbed2P network
with K malicious peers, referred to &ke peerswe extend the model in [12]. This model is
based on the epidemic diffusion of diseases [13] and is characterizadliffgrential equation
system describing the transitions between each of the states a peersaweitially, there are
only Sy peers in the system sharing a correct version of the filefaridke peers. Requests for
downloading the file arrive with rat®. A peer downloadsd// units of the file where it has the
possibility of reaching a correct version of the data block with probahiljtySince we assume
an equal probability for reaching a sharing or fake pggcan be given as in Eqgn. (1) at tinae

S()

S() + K @

po(t) =

The population of peers with successful downloads wiits is defined a®);. After having
successfully downloadetll data units, an error check is performed and the chunk is discarded
in case of an error. If the download of the entire chunk was sucdefisupeer either shares
the file and enters populatighwith thesharing probabilityp, or entersl of hon-sharing peers
with the complementary probability — p,. On the other hand, if the download attempt of the
chunk failed because of downloading at least one block from a fake e peer aborts with
probability p, and retries the download attempt with- p,.

The download ofi data units of which at least one is corrupt is represented by state
The number of fake peels is assumed to remain constant throughout the observation period.
The system model with all populations and their transitions is shown in Fig. &.system of



differential equations describing the dynamic behavior of each popuiatgiven in Egns. (2-8).

Do =X+ p(1—pa) [Fr—1+ (1 —pp) Dy—1] — pn Do (2
D; = pupyDi—1 — puD; i=1,....M—1 (3)
Fy=p(1—py) Dy — p Fy 4)
Fy=p(l=p) Dici+pFioy = pF i=2..,M-1 (5
S =v+pupspy Dyy—1—nS (6)
L=p(l—ps)py Dy —nL (7)
A= ppo[Frra+ (1 —pp) Dya] —n A ®)

The other variables that have not yet been discussed are the filestegie\ and the rates
for leaving the system). Furthermorey is the rate of arrivals of peers that share the file which
they obtained from another source than from this network. For peer®ingtwork, we will
assumdlash crowdarrivals as\ = —a.\ with initial value of A\(0) = )o. Hence, the flash crowd
scenario corresponds to an exponentially decreasing arrival rat@aridimetery.

A(t) = Age ™ 9)

For the sake of simplicity we assume that a peer decides to leave only if he legihsuc-
cessfully completed the download énd L) or when he aborts the download attemg).( In
Fyy_1, the peer may enter the populatidnwvith abort probabilityp, or else retries the attempt.
Perhaps the most important variable in the model is the download rate pendai&i We use
the same approximation as in [12] which assumes that if there are enougrssliize download
bandwidthr,, of a peer will be the limitation, otherwise all requesting peers fairly share the
upload bandwidth,, of all sharing peers, see Eqn. (10).

fu(t)

Mo { Tup (S(1) + K) (10)
>

ey m — — 9 7ﬂd
Foive MoT D) + ST (1) }

Note that all variables in the equation system are in fact functions of timéingsin a highly
non-stationary behavior. Finally, it should be remarked that the contsansition rates lead
to a slightinaccuracy from non-integer population sizes which do natapp reality, but reflect
the average values.

3.1.2 Evaluation of the Download Duration

From the solution of the dynamic system in Eqns. (2-8), we can indirectiyediie transmission
durations until reaching an absorbing populatinZ, or A. The statess and D; allow from
Egn. (10) the computation of the download rates per dataufnjt For the computation of the
download duratiord(t), let us consider the start of the download attempt of a chunk at#jme
and a series of time instants . . ., t5;. Eacht; indicates the time at which the downloading of
one data unit is completed. Since the transmission rates are with respect emmission of a
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block, thet; values can be computed by numerical solution of Egn. (11) for a dixen
t;
/ (b dt =1 l<i<M (11)
ti—1

Once the whole chunk is downloaded, we also define this time instaft gs> 1 indicating
with j the number of attempts a download attempt was made startifig dthus, ¢, is always
set to the starting time of a new chunk download and is considered only withaottiext of a
chunk. The relationship betweeitit), ¢;, and7} is illustrated in Fig. 2.

At time instantsT; we compute the probability that the chunk was correctly received by
considering the possibilities of encountering a fake source &t alhe probability for a correct
blockpy(t;) at the start of each block download interial ¢; 1] and the probability of the chunk
being correctly received is the product over each of the correckigombabilities beginning at
to.

M-1
pe(to) = [ po(ti) (12)
=0

If the chunk was not successfully downloaded, the peer choosesytaseattempt with prob-
ability 1 — p,. The average successful download durati¢t) is then computed considering
p(t) andp,. If we define the random variable of trial§; (7)) needed for successfully complet-
ing the download which started &g after thej-th download attempt, we obtain the probabilities
in Eqn. (13).

P (Xs(To) = 1) = pe(To)
, i i . (13)
P (XS(TO) = J) = (1 _pa) pc(Tj—l) H (1 _pc(Tk)) j>2

k=0

The average time until successfully completing the chunk download whicletiresparted at
time T} follows then as shown in Egn. (14). The probabilities X1 7, ) must be normalized by
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all possible realizations in order to only take the successful downloadletions into account.

ST - P (X,(To) = j)

B (14)

3.2 Client/Server System

In order to compare the performance of P2P and a server-basethsysgeneed to match the
conditions like the available capacity of the system and aborted downloadgrvérsn the
Internet, e.g. HTTP or FTP server, transfers the complete file and adveplit it into chunks.
Hence, the client behavior must be modeled in a different way from P2P aborting the
download. The server model in this paper needs to consider impatiestwisieh cancel their
downloading attempt if the total sojourn time in the system exceeds an impatieaskdluf.

For comparing the CS system with a P2P systéiwan be obtained from the P2P system for a
given abort probability,, using the sojourn time of peers until they abort the download. With
an abuse of the Kendall-notation, we will denote the server systevi(ay GI/1"1 — PS, see
Fig. 3. The queue length at the server is assumed to be infinite.

M (t) means that requests arrive at the server with a non-stationary Porss@s® using the
flash crowd arrival rat(¢) described in Egn. (9). The system itself has a total constant capacity
C = Sp rup Which corresponds to the total bandwidth available in the P2P system at tinfe

We assume that the complete bandwidtrs split equally among all downloading clients with
the processor sharing discipline. However, the nunibgy of simultaneously served clients is
restricted to a maximum. Each client is served by one virtual service unit and is guaranteed
a minimal offered download bandwidth 6f/n. If less than the maximum number ofservice
units (or parallel download slots) are actually occupied, a client res€ly®(t). Thus, the av-
erage service rate of the system is then either limited by the bandwidth thagieadtaneously
downloading client gets or the maximum client download bandwigthas given in Egn. (15).



We usel”! — PS in the notation for the server model to describe this service behavior.

) C
wu(t) = min {Tdn, D) } (15)
The service requirement follows a general distributiohand describes the sizes of the files to
be downloaded. As we consider only a single file with a fixed size, thegmyraling system is
M(t)/D/1"l — PS.

The impact of the number of service unitson the average goodput each user experiences
is illustrated in Fig. 4. The goodput is the ratio between the file size and thersdjoue
of a user, where latter is the sum of the service time and the waiting time. Thige fidso
shows the equivalent curve for @i (t)/GI/n system with ratqx = C/n. In the processor
sharing model, ifn < C/r4,, the downlink of the client is the bottleneck in the system and
M(t)/GI/1"l — PS is equivalent to thé\/ (t)/GI/n system. Fomn > C/r4,, both systems
show a different behavior. The processor sharing discipline utilizesrtiee capacityC' and
can therefore be seen as the best case scenario in terms of bandWiith®f From Fig. 4,
we can also recognize the existence of a maximum valug at [C/rq,| where the highest
efficiency can be found. While for < n* the average bandwidth is limited by the client
download bandwidth, fon > n* the capacity of the server is the limiting factor. Note that for
n = 22, the system results in a pufé(t)/GI/1 — PS queue, as the total number of arriving

users in the system is limited in the considered flash-crowd scer;ﬂamiloj"g A(t)dt = %
—00

4 Numerical Results

We will now show numerical results and compare the P2P and CS systenfidmpance. Unless
stated otherwise, we will make the following assumptions as summarized in Talmté.that
with » = 0, » = 0, and the limited number of arrival$ify; ., A(¢) = 0), all peers remain
in the system after their either successful or unsuccessful downtted@. Therefore, the
populationsS, L, and A increase monotonically. The capacity of C3’s=12.8Mbps. Due to
the complexity of the CS system and since we focus on the performanc®ofvBvill provide
numerical results for the client/server system by simulation.

We investigate the influence of the maximum numbeaf parallel downloads at the server,
the numberK of fake peers, and the user’s patiercen the number of successful downloads
and the expected download time. The download has to be finished within thé theeuser is

Table 1: Default parameters for evaluation of P2P and CS system

general parameters P2P parameters
file size fsize | 9.5MB || initial sharing peers Sy | 100
upload bandwidth rup | 128Kbps| seeder arrival rate | v 0
download bandwidthh rg, | 768kbps| departure rate n 0
initial arrival rate Ao 1 sharing probability | p, | 0.8
flash crowd decay o 1073 abort probability pe | 0.2
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Figure 5: Comparison of simulation results with analytic flow model

willing to wait. In addition, fairness of the CDS has to be considered as wel. f&ir system
each user experiences a similar download duration like others.

4.1 Evaluation of the P2P Flow Model

First, we validate the analytical P2P flow model with simulation. Fig. 5(a) shoediial
average population sizes of sharing peers and aborting peers overritier of fake peerfk,
when the whole population is in the absorbing statésl, A. The values are obtained from
20 simulation runs and error bars represent the 99% confidence isteFi@ analysis matches
the simulations well with only slight differences due to the underlying Markogissumption
at state transitions. The accuracy can be increased by inserting additienaediate states at
the cost of a higher computational complexity for solving the equations. Fag.sbows that a
small number of’ = 10 fake peers is almost sufficient to prevent any peer from completing the
download.

Since we consider a non-stationary system, the download duration vegiesme according
to the current system state. Fig. 5(b) shows the average duration e apéunction of the
starting time of the download foK' = 4. The analytical result is computed directly from
Eqgn. (14) and compared to values obtained from 20 simulation experimeritetH scenarios
with different abort and sharing probabilities, the curves show a goadmdhe flash crowd
arrival causes in both cases a strong increase with a linear decrehisethe case of no retrials
and altruistic usersp, = 1, p; = 1), the duration is significantly smaller since peers only
attempt to download the file once. On the other hand, whef 1 the number of trials has an
average greater than one resulting in longer download durations, seélBy



Y S S 0=200min ] 1 e
\ PO
0.8 \ 6=150min 0.8 A
o /N i) H
E . * I 1%
" 0.6r 6=100min > 0.6 i
17,) n o .
k 6=200
S04 Soa i e
2 7 « 6=150min
0.2 - .
0.2 o \ 6=100min
OF g=50min = ] or GfSOmln ‘
0O 2 4 6 8 10 10° 10 107 10°
number of fake peers K number of service units
(a) Peer-to-Peer (b) Client/Server

Figure 6: Comparison of success ratio between P2P and CS

4.2 Success Ratio

The performance of P2P and CS is now compared regarding the suatiesge., the ratio of
successful downloads to the sum of successful and aborted dalsnlbaorder to make a fair
comparison, we now use a deterministic patience thregheld0, 100, 150, 200 minutes after
which a user in both systems cancels the download. The success ratio inIeBRt$ore > 50
and smallK, see Fig. 6(a). However, wheld increases from 6 to 7, the success ratio with
# = 200 reduces to about 50% and for even largeno peer completes the download. Fig. 6(b)
shows the equivalent results for CS as function of the number of samiten. Except when
n is too small, the success ratio lies above that of P2P for éaebpecially when the optimal
valuen* is chosen.

We conclude that the client/server system has at least the success a88,df the client
bandwidths are known a priori for dimensioning the optimal number of sexuits. The P2P
system strongly suffers from the presence of too many fake peers.

4.3 Download Duration

The key performance indicator from the user’s viewpoint is the oveasiindoad duration, i.e.,
the interval from the request of a file until its successful download. idn Ha), the time for
successful downloads and the sojourn time of aborted downloads igetepfiince the patience
time is deterministic, the abort time is given as straight lines for éadlne lines begin at values
of K where the success ratios become less than 1. The successful downlaaodincreases
with K until impatience manifests itself in increased canceled downloads. Pe@rsibggheir
download later benefit from this effect. As a result the mean download tinys stanstant
or even decreases again with and the 99%-confidence intervals from the simulation runs
increase due to the decreasing number of successful downloads eemdie used to compute
the averages.

The results in Fig. 7(b) show that well dimensioned systems show the bestadal perfor-
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mance. However, if the optimal capacity is a priori unknown, the P2P systéperforms the
server as the capacity of P2P increases with the number of shareespHéihs behave altruistic,
the P2P system has its advantages and might cope with even more extrencecileds$) which
will crash a server with fixed capacity. The P2P system mainly benefitsifroemtives and its
multiple source technique when sharing already received chunks topebes, thus fostering
the cooperation among peers [2].

4.4 Fairness

We choose the fairness indicatdr= (1 + ci)_l given in [14] which returns values between 0
and 1. Low values of the fairness index indicate an unfair system, whilieree$s index of one
describes a completely fair system, where all users experience exacstigrtteedownload time.
The termc? is the coefficient of variance of the considered performance measuigich is the
download time a user experiences. Independent of the number of éake/p or the patience
time 4, the P2P system is a more fair system with higher fairness index abové Bi§ure 8(a).
On the other hand, CS reaches such fairness only for very tangd-igure 8(b). In that case,
the average download time, however, is larger than in the P2P systemgfoalanumber of
fake peers).

We can conclude that a well dimensioned CS with a priori knowledge of thetgliband-
widths outperforms P2P at the cost of fairness. Furthermore, we cealthat the influence
from only few fake peers is sufficient to severely cut down the parémrce of the P2P system.

5 Conclusion

In this paper we presented a flow model for a P2P file sharing network@ngared its per-
formance to a client/server system. While in general it is not easy to compthreypes of
networks due to their inherently different structures, we could qualitgtimeestigate both ar-
chitectures under comparable situations.
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Figure 7: Durations of successful downloads
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Basically, when it comes to the reliability, servers are the better choice, aputated data is
not being injected into the network. However, from the view of the end tlsesame effect may
be experienced when downloading from a trusted server as with P2Brketwith pollution or
poisoning. Especially, when the request arrival rate is high, the waitinguirtiethe download
can be processed or its duration may become too long. The problems inG8nagrce can be
overcome by adding further server capacity.

On the other hand, P2P systems can be easily made inoperable when marspdages
exist. If the initial number of sources is small there is a risk of these peeaiinidethe system
which would make the network lose content due to churn. For this reasoriprip@tant that
incentives are being provided to peers to increase the willingness totbleadata. Enhanced
error detection mechanisms must be provided to reduce the number okmeisaion in case
of errors. This could be done in combination with a caching peer which aetalgerver but
whose content is being determined by the requests of the peers.
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