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Abstract The Internet’s infrastructure shows severe limitations when an optimal end user
experience for multimedia applications should be achieved in a resource-efficiently way.
In order to realize truly user-centric networking, an information exchange between appli-
cations and networks is required. To this end, network-application interfaces need to be
deployed that enable a better mediation of application data through the Internet. For smart
multimedia applications and services, the application and the network should directly
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communicate with each other and exchange information in order to ensure an optimal
Quality of Experience (QoE). In this article, we follow a use-case driven approach towards
user-centric network orchestration. We derive user, application, and network requirements
for three complementary use cases: HD live TV streaming, video-on-demand streaming
and user authentication with high security and privacy demands, as typically required for
payed multimedia services. We provide practical guidelines for achieving an optimal QoE
efficiently in the context of these use cases. Based on these results, we demonstrate how
to overcome one of the main limitations of today’s Internet by introducing the major steps
required for user-centric network orchestration. Finally, we show conceptual prospects
for realizing these steps by discussing a possible implementation with an inter-network
architecture based on functional blocks.

Keywords Quality of experience - User-centric network orchestration - Application
requirements - Network-application interface - Service composition

1 Introduction

The user satisfaction with multimedia application performance in communication networks
has attracted increased attention during the recent years. Parts of this growth of interest in
Quality of Experience (QoE) issues can be explained by the increasing competition amongst
providers and operators, which increases the risk that users churn if they become dissatis-
fied. Operators can adopt a user-centric perspective on Internet application delivery in order
to improve the QoE and, thus, counter that risk. The user-centric perspective requires a coop-
eration between applications and networks, in which both consider end user requirements
in terms of QoE metrics. Thus, applications and networks have to provide QoE-related
information to each other.

In the current Internet, however, it is not possible to exchange these information directly
between applications and transport and network layers. There are no network-application
interfaces deployed that support a smart mediation of application data through the Inter-
net. In this context, content mediation includes resource management as well as traffic
management.

To overcome these limitations, several different approaches exist that can mainly be
classified as network-aware applications or application-aware networks. Application-aware
networking is often realized on behalf of additional monitoring systems or network
elements. For example, packets are classified within the ISP’s network and processed
according to the application requirements as specified in generic policies [20]. Other options
are more specialized entities like media-aware network elements [9]. Network-aware appli-
cations measure the network performance and react on these measurements. The Skype
VoIP application, for example, measures the current network conditions and reacts appropri-
ately at the application layer to overcome network problems, e.g., by adapting/changing the
voice codec or performing re-routing on application layer [11]. For smart applications and
services in the Internet, however, the application and the network should directly communi-
cate with each other and exchange information adequately, so that the end user experiences
good quality.

The main goal of this paper is to investigate prospects for realizing user-centric network
orchestration. The conceptual prospects considered here include different service composi-
tion approaches like “Forwarding on Gates” [21] or “SONATE” [17]. These architectural

@ Springer



Multimed Tools Appl

concepts dynamically react to user and application requirements. To this end, we follow a
use-case driven approach. In particular, we consider Quality of Experience (QoE) for three
relevant Internet services from the users point of view. These are A) streaming services
like high-definition Internet TV, B) Video-on-Demand (VoD) streaming with high video
quality playback demands and C) user authentication for payed multimedia services with
high security and privacy demands.

To these three use cases, the following methodology is applied. First, the user perceived
quality of each service is quantified by means of subjective user tests and full-reference
video quality metrics. This allows to derive end user requirements based on the resulting
QoE model, which can be translated into certain application-specific requirements. These
application-specific requirements are then further mapped to network-specific require-
ments. Second, these detailed (functional and non-functional) requirements need to be
passed to the network stack, which is not possible with today’s APIs. Therefore, new
application-network interfaces providing the information needed by composition and for-
warding of services have to be designed. Finally, the network stack must be able to handle
these requirements dynamically and select optimal entities and services by matching the
application and user requirements with the offered resources and capabilities of the network.

The contribution of this paper is twofold. First, user, application and network require-
ments for the three use cases are derived. Practical guidelines, which translate QoE
requirements to network requirements, are provided. Second, these translated requirements
are handed over to the network, which selects the appropriate network resources and
functions to satisfy these requirements. Different prospects for realizing this user-centric
network orchestration are revisited from a user-centric network orchestration point of view.
One of these prospects — an implementation with “Forwarding on Gates” — is reviewed in
detail.

The remainder of this article is structured as follows. Section 2 quantifies the require-
ments for the TV (Section 2.1), VoD (Section 2.2), and AUT (Section 2.3) use cases. As
a result, Section 3 shows the implications for the design for user-centric network orches-
tration. In particular, the specification of the requirements for a Communication Service
Description Language (CSDL) is depicted in Section 3.1, the selection of optimal entities
is discussed in Section 3.2, and a possible interface between application and network is
reviewed in Section 3.3. Conceptual prospects for future network architectures and related
work are discussed in Section 4. First implementation insights are described in Section 5.
Section 6 concludes this work with an outlook on future work.

2 Use cases and their requirements

In this article we follow a use case driven approach in order to derive the requirements for
user centric network orchestration. In general, the user perceived QoE drives the applica-
tion requirements which then drive the network requirements. As a result, guidelines for
orchestrating the use cases are developed in this section.

In particular, we consider high-definition TV streaming, video-on-demand, and user
authentication, e.g., for a payed multimedia streaming like the ones mentioned before.
These use cases are fairly orthogonal in terms of (i) user requirements (e.g., high res-
olution, smooth video playout without interruptions, high security and privacy), (ii)
application requirements (e.g., forward error correction, prebuffering, authentication), and
(iii) corresponding network requirements (e.g., low packet loss, reliable transmission, small
delays). We differentiate between functional requirements — when a particular functionality
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is requested— and non-functional requirements — when the modality of providing a spe-
cial functionality is requested explicitly, e.g., a throughput of 420 kbps. A summary of
these requirements is given in Table 1. The user-centric column describes the requirements
for the specific use case from the user’s point of view. The network orchestration col-
umn summarizes the requirements from the application and the network perspective. It is
split into application and network requirements due to possibly different involved control
entities.

2.1 Use case "TV’: scalable live HD video streaming
2.1.1 User requirements

The TV use case considers live streaming services. The user expects high video quality
and a high resolution for watching, e.g., a soccer match in HD resolution at home. Further-
more, the contents are to be delivered in real-time to guarantee the live experience during
watching. Based on these user requirements, the network and application requirements are
derived.

Table 1 Functional CF’) and non-functional ("N’) user, application, and network requirements for the use
cases and in general

Use User-centric Network orchestration
cases
User requirements Application requirements Network requirements
TV F high video quality, F support of scalable N low jitter and delays
no artifacts video streaming for (real-time)
N high resolution quality adaptation N sufficient bandwidth,
low packet loss
N live, real time F forward error F in-order transmission
correction (app/net) of frames
VoD N small initial delays F prebuffering of N sufficient bandwidth
video frames
N no stalling according to F reliable transmission
network conditions to avoid video

quality degradation

AUT N small waiting times N small response times N small delays
F secure action, F authentication F reliable transmission
no hacking,
privacy F encryption (net/app) F end-to-end tunnel
general F high availability, F service description language: requirements
high reliability resources, capabilities
N high QoE, F service composition, selection of optimal entities

high comfort
N scales with number F application-network interface

of users & services
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2.1.2 Application requirements

An effective way to reduce the required bandwidth and adjust the video transmission is
provided by the scalable SVC extension of the video codec H.264/AVC [16]. This extension
enables the encoding of a video file at different qualities within the same layered bit-stream.
Besides of different resolutions, this also includes different frequencies (frames displayed
per second) and image qualities with respect to Signal-to-Noise Ratio (SNR). These three
dimensions are denoted to as spatial, temporal and quality scalability. If the available
bandwidth is not sufficient to stream the full video quality, the question arises which lay-
ers are more important than others. At least a minimum resolution, quality and frame rate,
which also depends on actual usage context, has to be provided. Otherwise the user will
not accept the video service. Higher quality-related layers will increase the QoE further, but
also require a higher bandwidth.

Current research on the impact of packet loss on user perceived quality indicates a strong
impairment of the video already at small packet loss rates of less than 2 % [1]. This moti-
vates mechanisms able to protect a video stream against packet loss, such as Forward Error
Correction (FEC) methods. These techniques provide means to correct corrupted or lost
packets and thus allow an exchange of bandwidth for packet loss protection.

2.1.3 Network requirements

Due to the real-time nature of TV, only a small video buffer is available at the application
which is in the order of a few seconds only. Hence, the network has to deliver the data
with low delay and also low jitter that the video buffer can cope with. If data packets in
the network get lost, retransmissions are often not possible without violating the real-time
constraint. Typically, connectionless transport protocols are used therefore. However, data
packets still should arrive in order at the video client that the video player on application
layer does not need to take care about the order of frames. Thus, in-order transmission and
reception of frames is a network requirement.

As the user demands high video quality and high resolution, the network has to be
capable of providing sufficient bandwidth to carry the video contents. Since video stream-
ing is prone to packet loss and small packet loss rates already lead to a strong impairment
of QoE [12], the packet loss ratio should be fairly low. Such insufficient network resources,
e.g., too little bandwidth or packet loss, result in a strong impairment of the video service
in form of video decoding errors and frame drops. Controlled quality adaptation, e.g., by
reducing image quality/resolution, allows for considerable bandwidth savings while having
only minor impact on user perceived quality [10, 12].

2.1.4 Guidelines

In order to optimize the Quality of Experience (QoE) for live video streaming by real-time
adaptation of video bitrate and thus video quality to the current network situation (i.e., avail-
able bandwidth or unreliable links with packet losses), it is necessary to know the bandwidth
requirements of the different layers and their impact on QoE. Therefore, we conducted
an intensive measurement study with different network conditions. For evaluating the user
perceived quality, we use a full-reference video quality metric SSIM [4] and map it to
subjective mean opinion scores (MOS) [6]. We use the scalable video codec H.264/SVC and
adapt the spatial scalability. For that we generate a SVC encoded file with the three resolu-
tions 1920x 1080, 960 x540, and 480x270 pixels. The smaller resolutions were scaled up
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to 1920x 1080 using bilinear interpolation and then compared with the highest resolution.
Please note that depending on the specific SVC encoding also quality or temporal scalabil-
ity can be adjusted. For this study we implemented the forward error correction (FEC) on
behalf of Luby codes [24].

The results of our study are depicted in Fig. 1 with the user perceived quality in
terms of MOS on the y-axis (5: very good quality, 1: bad quality). The x-axis denotes
the goodput, i.e., the application-perceived throughput, which is equal to one if the max-
imum quality can be streamed. For streaming a video in 1920x1080 resolution with no
FEC, QoE decreases rapidly and gets minimal for packet loss larger than 2 %, i.e., a
goodput of 98 %. In case of controlled quality degradation (lower resolutions) but no
packet loss, QoE decreases much slower and keeps on a tolerable value even for small
resolutions at 480x270 pixels. In that case, only 15 % of the bandwidth with max-
imum resolution is required. Please note that the results for 640x360 and 960x540
pixels are interpolated. Hence, in case of bandwidth shortage, SVC is a powerful mech-
anism for reducing the QoS requirements of the application without compromising QoE
too much.

The other cases in Fig. 1 denote controlled service degradation with FEC mechanisms.
As an example, streaming a video with a resolution of 960x540 with FEC is consid-
ered. Switching to this resolution reduces the required goodput by 75 %. We add a FEC
mechanism which adds an overhead of 20 %, resulting in a relative goodput of 30 %.
That impact of the FEC is illustrated by the red arrow. However, by transmitting more
symbols it is now possible to cope with packet loss rates up to 70 % and still ensur-
ing a very good quality of the video stream and not allocating more bandwidth than
before. For lower video stream qualities, more bandwidth can be used to protect the video
stream.

The results in Fig. 1 provide clear guidelines how to optimize QoE for live TV streaming
according to the current network situation.

4.5 w * ‘ ‘
Degradation
al w/o packet loss FEC i
overhead _ _ oo === ==="
- - - . - - ’
3.5 L ‘ N 1
" I<—1280x720 w/ FEC
o) , .’ 960x540 w/ FEC
= 3 ’ [ , / )
(0] 4
2 ’ 640x360 w/ FEC
3 257 ]
2 1920x1080
[¢) 480x270 w/ FEC w/ packet loss,
2t w/o FEC ]
1.5¢ |
1 ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1

goodput
Fig. 1 Guideline for selecting the resolution of the SVC video stream depending on the available network

capacity. In case of packet loss due to unreliable transmission, forward error correction (FEC) is suggested
to achieve high QoE, which increases the need for goodput
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2.2 Use case *VoD’: video-on-demand streaming
2.2.1 User requirements

The VoD use case is motivated by the high popularity of the YouTube video streaming
service and the large share of Internet traffic caused by it. Since the videos are requested
on demand without hard real-time requirements (in contrast to the TV use case), a reli-
able transport protocol can be used to guarantee the data delivery. The corresponding QoE
models are different from traditional UDP-based video streaming, as only the video play-
back itself is delayed while the transmitted audiovisual content remains unaltered. If the
available network data rate is lower than the video bit rate, video transmission becomes too
slow, gradually emptying the playback buffer until underruns occur. Then, the user notices
interrupted video playback, commonly referred to as stalling. From a QoE perspective, novel
models for quantifying the impact of temporal impairments to the user-perceived quality
have to be developed. In [14], we developed a QoE model depending on the number of
stalling events and the length of individual stalling events by means of subjective user stud-
ies. Even very short stalling events of a few seconds already decrease user perceived quality
significantly. Furthermore, we quantified the impact of initial delays for filling the video
buffer on QoE in [14]. The results show that initial delays up to 20 seconds are perceptible,
but not annoying. Indeed, from the user’s perspective, no stalling must occur and the initial
delays should be minimal.

2.2.2 Application requirements

According to the user requirements, the application needs to prebuffer as much video frames
as necessary in order to avoid stalling in any case. This will lead to the optimal QoE accord-
ing to the current network situation, as resource limitations are overcome by prebuffering.
However, [13] shows that the computation of the optimal initial delay requires complex
models taking into account diverse information of the video contents, reflecting e.g., auto-
correlation of frame sizes or scene changes within the video. In this context, the smallest
initial delay for a particular video and a given network data rate which avoids stalling is
referred to as optimal initial delay. To realize the information exchange between network
and application and to compute optimal initial delays before video playout, several solu-
tion approaches exist. For example, the video frame structure is sent as metadata before the
transmission of the video data to the application. Another option is, that the application (or
some other network entity) signals the video server the currently available network capacity,
such that the video server (having the entire video structure information) computes the opti-
mal initial delay and sends it back to the client. However, such detailed requirements cannot
be passed to the network stack with today’s APIs. Therefore, new application-network
interfaces are required, see Section 3.3.

2.2.3 Network requirements

For a smooth video playout without stalling, the average network data rate must be
sufficiently larger than the video bit rate —which will be discussed in the guidelines of this
use case— and the variance of the network data rate must be small enough so that no buffer
underrun occurs. Since the frames have to be shown in order and the player does not want
to sort them by itself, they must be delivered by the network stack in order, too. Despite
today’s usage of error and loss free transmission via TCP, the video codec might be able to
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deal with some loss or bit errors. The maximum amount of bit errors or lost packets depends
on the video codec and on the required QoE level. Nevertheless, for the use case VoD,
reliable data transmission is required. On the one hand, the stack must be able to buffer data
locally, in order to sort them and to reduce the variance of the data rate. On the other hand,
the network must be able to reserve data rates and to quickly retransmit lost or corrupted
packets. Both must be done in a scalable way in order to support the large amount of users
for successful VoD services.

2.2.4 Guidelines

For reducing the complexity and the overhead for computing optimal initial delays, a
practical guideline is desired, which maps the initial delay as experienced by the end user
to a certain network data rate. Hence, there is a trade-off between bandwidth provisioning
in the network and optimal initial delays on application layer to fill the video buffer.

However, since the optimal initial delay depends on the actual video contents, we con-
ducted an extensive measurement series taking place from July to August 2011 during which
more than 37,000 YouTube videos were requested and about 35 GByte of data traffic was
captured. More details concerning the measurements can be found in [13].

Figure 2 shows the results of the analysis. On the x-axis, the optimal initial delay
normalized by the video duration is depicted. By normalizing the duration of the video
clip, user expectations can be taken into account, since the accepted waiting time is cor-
related with the duration of the video clip [19]. On the y-axis, the bandwidth provisioning
factor B is plotted, which is the ratio between the network data rate B and the video bit
rate V, ie., 8 = 6. The different curves in the figure show the P-quantile over the set
of video from the measurements. Hence, the P-quantile denotes that with a probability
of P there will be no stalling for the corresponding initial delay and bandwidth provi-
sioning factor for any video. The measurement curves can additionally be fitted to get a
compact representation which may be easily exchanged between application and network.

2 x T x T
> —— 80% quantile (measurements)
m —— 90% quantile (measurements)
1.8 95% quantile (measurements) |1
97% quantile (measurements)
16 Bys(X)= -0.25%log(x)*%* +1.60| |

bandwidth provisioning factor 3

0 5 10 15 20 25
initial delay / video duration (%)

Fig. 2 Trade-off between bandwidth provisioning in the network and initial delay experienced by the user
for VoD streaming
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As one example, the fitting function Bgs5(x) for the 95 % quantile is depicted in Fig. 2. As
a rough guideline, an optimal initial delay of 5 % of the video duration requires a network
data rate which is 120 % of the video bit rate.

2.3 Use case authentication for multimedia services
2.3.1 User requirements

While the previous two use cases are dealing with streaming media services, we consider
now the authentication for a service. In particular, we focus on the authentication for paid
multimedia services like Sky Go or Netflix. For such services, the service provider demands
for high security and privacy to ensure that content is only delivered to users paying for it.
However, at the same time, users do not want to wait and demand small waiting times [5].

For the OSN use case, we utilize the results of previous studies in [22, 23]. These exper-
iments on user perceived QoE for web-based login times were tested using a laptop with
a browser. The web page of the social network in this experiment used a remote OpenlD
server for authenticating users. A traffic shaper ensured fixed pre-determined response
times for the authentication procedure when the user logged in. After encountering a certain
response time for login, the participant rated their subjective experience. In particular, users
were asked how they experienced the login with regard to the response time.

2.3.2 Application requirements
Figure 3 illustrates how the user requirements are mapped to application requirements which

then guide the network requirements. In particular, the use case OSN is considered as an
example. The authentication process requires N messages between the client device and the

user mapping application mapping network
requirements requirements requirements

user perceived
waiting time =3
guides
forms

response time =~ —

for N msgs. \
forms <) guides

Fig. 3 Use case OSN. In general, user requirements guide application requirements which in turn guide
network requirements. On the other hand, network performance influences application performance and thus
QoE
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authentication server. The corresponding response time on application layer forms accord-
ingly the waiting time and thus the QoE. [23] shows that the QoE can be estimated on
the response time T in the following way, QoE = 4.7¢~01T&/S_On the other hand, the
QoE model guides the application which response times are required for a certain QoE
level. As further application requirements, the authentication mechanism itself as well as
the encryption of the data delivery are necessary.

2.3.3 Network requirements

To enable secure service delivery, an end-to-end tunnel is required and messages between
client and server need to be exchanged reliably. In order to realize small waiting times for the
end user, i.e., small response times on application layer, the network requires small delays
on the end-to-end path. In particular, [23] reports on the following relationships which
nicely demonstrate the mapping between user, application, and network requirements. The
application response time 7 for authentication is found as Tg = 2Nd + T; depending on
the network delay d, the number N of messages, and the internal time 7; determined by the
actual software and hardware, respectively.

2.3.4 Guidelines

Bringing network delay and QoE together, we arrive at QoE = 3.9¢7224/S for N = 11
messages and 7; = 1.8 s as practical guideline for orchestrating this service. If the end-to-
end delay is larger than a certain value, then a less secure, but faster authentication scheme
may be used according to the user’s and service provider’s preferences.

3 Requirements for the system design

In general, users demand for a high QoE, usability and convenience, while at the same
time the service has to be available and reliable independent of the overall number of other
users and services. However, applications and networks have to take available resources,
costs, and fairness across applications and users into account. This includes scalability
issues regarding the number of autonomous systems, number of connections and number of
network functions. Moreover, networks have to flexible to react on the requirements of the
users and to adapt to them in an efficient way.

Such flexibility can be achieved by using functional blocks. Functional blocks are
instances of functions that provide some arbitrary service to packets. Their specific
implementation differs between different future network approaches, more details are given
in Section 4.

Systems that manage functional blocks and react on requests for additional functions
typically use a so called service description language. Such a language is used to describe
available resources or capabilities. If the same language is used for describing functional
and non-functional requirements of a transmission request, it can be used as input for the
selection and composition process as well. This process is responsible to compose suit-
able functional blocks in a particular order to a function chain. A chain has to include all
functions required to fulfill the requirements from the transmission request. The result
of the selection and composition process is also called service composition or functional
composition. The composed functional blocks are fed with the application data and execute
their internal function on the application data.
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However, traditional APIs like the Berkeley Socket API do not provide the possibility
to define the previously listed set of requirements of a transmission request. Hence, a new
class of API is needed, which support more flexibility for defining additional transmission
requirements and support a mechanism for getting feedback from the network. This feed-
back should provide information about the result of the transmission request, e.g., if all
requirements could be fulfilled or if an error occurred.

The resulting system design for the user-centric network orchestration is shown in Fig. 4.
It can be separated into the following parts: requirements, resources, capabilities, selec-
tion and composition process, and the service composition in the network. The selection
and composition process takes the requirements from users, applications and networks, and
derives required functions and their order. The service composition or functional composi-
tion, which is depicted at the bottom of Fig. 4, composes functional blocks to chains. It uses
the result from the selection and composition process as guideline and executes its decision.

Requirements can be injected to the selection and composition process by networks
and applications. They can be categorized as functional and non-functional. A functional
requirement is a request for a particular functionality. An example requirement is “secured
transmission”. It prompts the network to enabled security features along the route to
provide end-to-end secured transmission of application data. A network can also have
non-functional requirements such as maximum acceptable delay, loss, and jitter. A video
receiving application may request a particular resolution, because a user has selected it or it
fits the graphical user interface. Users may influence the requirements in multiple ways. For
example, one user watches a movie with high resolution while another user wants to watch
a video stream of a video conference in real-time.

Independently from the source of a requirement — if it was defined explicitly by a user,
implicitly by an application or automatically by a network (operator) — the system must
be able to process it and react in form of a parameterization of the transmission path. For
this purpose, a mapping between the different types of requirements types must exist, as
described in Section 2.3.

user requirements

9 NS
e 0y &
Vy;, & ¥
"@/7 o, RS -\»&6
26 N
2z <&
Y
cls selection &

e composition

v

service composition
with functional blocks

capabilities

Fig. 4 Required system design for user-centric network orchestration using service or functional
composition
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The available resources and capabilities influence the selection and composition process
as well. For example, functions such as encryption, authentication, and compression might
only be instantiated in some networks or are available on end hosts only. Furthermore,
non-functional capabilities like delay and loss rate differ along possible routes from the
source to the destination. Therefore, the system has to support a requirements-aware rout-
ing to guide application data along paths providing suitable capabilities to satisfy the
requirements. This routing is part of the selection and composition process.

The different capabilities of nodes lead to a distributed orchestration of functional blocks.
Some functional blocks at end hosts in combination with blocks at relay nodes within a
network make up the end-to-end chain. Since not all nodes know all functions supported
within a network, the process of constructing a chain will most probably be distributed.
Various nodes along a path will contribute with small, orchestrated parts of a chain.

3.1 Specification of the requirements for using communication service description
language (CSDL)

All of the application, network and user requirements, available capabilities and resouces
can be specified by using a CSDL. This special type of service description language
has to have several components: effects, operators, units, interfaces, datatypes, influence,
dependencies and aggregators [18]. These components are necessary for selection and
composition processes.

Each implementation of a protocol, algorithm or mechanism is named as functional
block. For example, an implementation of CRC-32 can be seen as a functional block. A
functional block has a minimum of two interfaces: up (towards the application) and down
(towards the network). Each interface is associated with a particular datatype. The type
of the interface determines whether the interface can receive a connection from a particu-
lar interface. Compatibility of the connections between the interfaces is checked by using
commonly known datatypes.

The component influence determines whether a functional block affects the header, the
payload, the complete packet, or it does not affect at all. For example, a CRC-32 functional
block adds a checksum into the header. In contrast, a forwarding functional block, which is
used to forward the packets to the next interface, does not change a single bit of the packet.

During selection and composition dependencies between the functional blocks, services,
or a functional block and a service might be considered which can be achieved by the
specification of dependencies. The more dependencies a functional block has, the less easy
it is to reuse. That is why the dependency description of a functional block is optional.

However, when the selection and composition process is completed, which produces a
composed service of functional blocks, it can be described by a simple construct as follows
{effect operator attribute}.

An effect is the requested or offered capabilities to/from a fine-grained functional block
(for example, implementation of a retransmission algorithm) or a (virtual) network, which
can be seen as a coarse-grained functional block. An attribute is the value of the effect and
an operator connects an effect to an attribute.

For example, the user requirements for our first use case can be expressed as {live =
true}, {videoquality = high}, {artifacts = false}and {resolution = high}.

The application requirements for the same use case can be described as {SVC = true},
{bandwidth = medium}, {packetloss <= 2%} and {FEC = true}.
The networks requirements can be written as {jitter = low}, {delay = low} and

{in-order-delivery = true}.
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This simple construct has several advantages: firstly, suitable functional blocks can be
chosen just by matching the requirements with the offers, secondly, this supports evolution
of the network because as soon as new requirements and building blocks emerge, they can
be described by using this construct. This allows to adopt and extend the language whenever
new requirements or building blocks are available.

3.2 Selection of functional blocks

Based on the user, application and network requirements, suitable functional blocks should
be selected and used. For example, when security is requested, a functional block, which
implements an encryption algorithm, should be selected.

If more than one functional block provide the same functionality with different qual-
ity parameters, the selection has to take the parameters into account. For example, security
functionality can be provided with different strength using different length of the keys
(AES 128, AES 192, AES 256). If a user requested the “best” security, the best encryption
algorithm (AES 256) should be selected and used.

3.3 Application-network interface

With a CSDL an application can specify its requirements. However, the application requires
an application programming interface (API) in order to inform the network about them.
Such an API resides between applications and the network stack of a host. It provides
all functions the application requires to organize communication via a network. There-
fore, the API has to provide functions to announce an application as public service — as
server application — or initiate a communication association — as client application — to
a server application. For user-centric network orchestration both parts of the API must
include requirements. Requirements stated for server announcements influence all connec-
tions, which are established later on. By defining such overall requirements a server can for
example enforce encryption for all connections. As counterpart to the server side, clients
are allowed to define requirements for initiating a communication association to a server
application. But those are only valid for this single communication request. In addition to
these application triggered API functions, the network stack must be able to give feedback
to the application via additional API functions. On one hand, this feedback must include the
requirements, which were fulfilled. On the other hand, the feedback is required to inform
about failures during the lifetime of a communication association or a server application.
Especially, changing link conditions in wireless scenarios are in need for such a dynamic
feedback system.

Traditional APIs like the Berkeley Socket API, do not provide the possibility to define
requirements. Furthermore, there are different functions for different services (datagram
oriented API parts for UDP, stream oriented API parts for TCP). However, newer APIs
generalize these functions and provide support for requirements and further support a
feedback system [8].

4 Conceptual prospects for future network architectures
In this section we discuss the underlying functionalities for a future network architecture.

After that, we briefly summarize candidate approaches that can be used to implement the
presented use cases.
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4.1 Discussion on architecture elements

The use cases presented in Section 2 show the need for an adaptation of application and
network behavior in order to optimize the user perceived quality. That requires additional
information of the network and of the application quality. Together with the application
capabilities, a decision unit can enforce an appropriate adaptation strategy. Figure 5 depicts
an generic example setup of functional building blocks for a network application.

The individual blocks are described in the following.

Decision Unit:  The decision unit knows the capabilities of an application and influences
the application behavior and network transport based on monitored data on network and
application level. For the live streaming use case, this unit tries to maximize the trans-
mitted video quality without causing congestion and packet loss. However, if packet loss
appears although the quality has been reduced, it can try to cope with this problem by
adding packet loss protection with FEC.

Application Adaptation: According to the application capabilities an adaptation of the
application quality can be performed to minimize the impact of network problems, e.g.,
congestion. In case of live video streaming this can be the reduction of video quality, for
Video-on-Demand streaming this can be achieved by initial buffering.

Network/Transport Encoding:  Additional functionality on data transport or within the
network may improve the user perceived quality. In case of a lossy link functions
like packet retransmissions or FEC may prevent a bad application quality. However,
this comes at the costs of retransmission delays and additional overhead. Further, this
building block also comprises adaptations to the network like prioritization of the video
flow if possible.

Network Transport Decoder:  If packets are encoded, e.g., by FEC mechanisms, additional
functionality is required to decode them.

Network Observer: Detailed information of the current network situation may be
necessary to tune the data transport mechanisms. For instance, the additional FEC
overhead may be adapted tightly focused to the packet loss to reduce the network over-
head. In addition, the application quality can be adapted continuously with respect to the
available network resources.

Application Observer:  Application monitoring can complement network monitoring or
be used as indicator of the current network conditions, if no specific network monitoring
is available. For instance, the filling level of the VoD playback buffer can be used as such

Application | Application
Source Observer
- Network/
Application Transport
. e -
Adaptation | _ | Decision Unit Decoder
1
1
Network / : Network
W
Transport | | Observer
Encciding F

Fig. 5 Generic functional building blocks for application and network adaptation
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an indicator. If it falls below a certain threshold, the application or network has to react
in order to avoid video stalling.

In current networks, the functional blocks are mainly placed at end hosts. For example,
Skype monitors network and application states from the end hosts. It reacts by adapting
its video and voice quality and uses FEC mechanisms to protect the transmission. This
complex mechanism introduces implementation overhead for the application. Although it
could theoretically be reused, other applications interested in it would have to implement
it on their own. In order to decrease the implementation effort for all applications, a com-
mon library for such mechanisms would be beneficial. From the architectural point of
view, moving this functionality into the stack would be even more beneficial. It allows a
network to place it not only in the stack of an end host but also on relay nodes within
the network. Thus, the functionality can be used where it is needed without the over-
head for the complete end-to-end transmission. For example, FEC and retransmission
functionalities can be placed at lossy links within networks in order to reduce end-to-
end error handling. Consequently, a user-centric network has to determine a place for its
functionality. Its architecture has to take this aspect into account be allowing different
placements.

We evaluate different architectures with the aspects mentioned above in mind. Due to the
limitations of IP, we focus on future network architectures, that provide the possibility to
implement the discussed use cases. Several suitable future network approaches are described
in the following. We evaluate them with respect, e.g., to network overhead and the user
perceived application quality.

4.2 Candidate future network approaches

In the following, different approaches for future networks are briefly revisited regard-
ing the implementation of user-centric network orchestration and its requirements. These
approaches include Service Oriented Network Architectures (SONATE), Forwarding on
Gates (FoG), Autonomic Network Architecture (ANA), Forwarding directive, Association,
and Rendezvous Architecture (FARA), and NEtlet-based Node Architecture (NENA).

4.2.1 Service oriented network architectures (SONATE)

User centric network orchestration can be realized using the Service-Oriented Network
Architecture (SONATE) approach [17] where the suitable functional blocks are composed
to constitute a protocol graph based on the applications, users, networks and, other require-
ments and constraints. Nodes communicate with each other using the constructed protocol
graph. As the name indicates, SONATE is based on services which can be seen as a set
of visible effects of an implementation of a protocol or mechanism, which is called a
functional block (originally called building block). For example, error correction is a service
of an implementation of a hamming code functional block. Each functional block is self-
contained having a set of well-defined interfaces. Functional blocks provide services and
communicate with each other through these interfaces. All of the visible effects, application
requirements and, network and other constraints, are described using the communication
service description language [18]. Selection of both services provided by the functional
blocks and protocol graphs are done by using matching process, and the selection of the best
service is done by employing a Multi-Criteria Decision Analysis (MCDA) method named
Analytic Hierarchy Process (AHP).
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4.2.2 Forwarding on gates (FoG)

FoG provides flexible and scalable support for networks composed dynamically by
functional blocks. Its architecture separates forwarding from routing. The forwarding is
based on an index-based forwarding concept, which supports functional blocks. In general,
index-based forwarding uses a stack of indices to describe a route between two nodes in
a network. This stack is processed index by index, while each index defines the next link
between two hops of the network. The indices have to be unique per hop scope and not for
the entire network, since they refer only to local interfaces. Such forwarding approaches
were already proven to reduce the amount of required entries in the routing information
base in inter-network scenarios [7].

As required for user-centric network orchestration, FoG’s forwarding and routing operate
on functional blocks. It distinguishes between two types of functional blocks:

— Gates represent arbitrary functionality such as encryption, FEC, and retransmission.
They take packets as input for the function. Gates have just one input and one output.

— Forwarding nodes are limited to multiplexing and can have multiple outputs. Each out-
put forwards a packet to the next gate. Forwarding nodes implement the index-based
forwarding by using gate numbers, which — in the simplest case — name the output
directly. Thus, gate numbers can represent an index for the next functional block to
which a packet has to be transferred.

FoG virtualizes each physical link between two hosts by at least one unicast gate,
which represents a unicast transmission from one host to the next one. Multiple gates can
coexist at the same physical link. These gates may differ in their internal functionalities and
transmission attributes, e.g., QoS guarantees.

Communication paths between two interacting applications are implemented as chains
of gates in a FoG network. Such a chain defines the functions and the order, in which they
are executed. They are calculated by FoGs routing, which takes over the tasks of the selec-
tion and composition process. These tasks are implemented in a distributed fashion by the
incremental routing process of FoG. It combines the orchestrated functional blocks from
multiple nodes (relay nodes and end hosts) in an “end-to-end” chain. The choreography
between these individual parts is organized with a FoG-specific signaling protocol. FoGs
forwarding contains the functional blocks and implements the decisions of the routing.
For QoS supporting routing, FoG can utilize a hierarchical approach called “Hierarchical
Routing Management” [26].

4.2.3 Autonomic network architecture (ANA) framework

The ANA framework [2] uses functional blocks, called “bricks”, which implement the
requirements of an application. A route in the ANA framework consists of several
concatenated bricks. This approach is very similar to the FoG concept. However, ANA lacks
the support for QoS and does not provide the flexibility for describing application require-
ments like FoG does. Furthermore, ANA doesn’t support the instantiation of functions in
the network; it focuses on the network stack on the end hosts.

4.2.4 Forwarding directive, association, and rendezvous architecture (FARA)

The concept of the NewArch project is an additional alternative approach. The proposed
solution uses a model, which is called FARA [3]. In FARA an association focuses on
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unicast transmissions, only. FARA does not support the variety of transmission require-
ments, which are needed for the system design proposed in this work. Especially, QoS
attributes are not considered in the FARA concept.

4.2.5 NEtlet-based node architecture (NENA)

Orchestration approaches differ according to when the composition is performed: design
time, deployment time, or runtime. In this respect, the NEtlet-based Node Architecture
(NENA) [25] can be understood as a design time composition approach, where the com-
position of functionalities is performed during design time by the application developer. A
software can assist this composition process as different protocol graphs are constructed for
different platforms. However, the selection of a suitable protocol graph based on quality
parameters is performed during runtime.

5 Demonstrating the video streaming use case with FoG

In order to show the applicability of our approach we implemented the VoD and the HD
Live Streaming use-cases in the FoG architecture. In this section, we present details on the
implementation of the use cases and summarize the lessons learned by our implementation.

5.1 Implementation

As mentioned in Section 4.2.2, FoG is using functional blocks, called gates, which represent
the functionality of a network. The FoG emulator [15] has been extended by gates for the
video use cases and by a video viewer application. The application uses the Communication
Service Description Language (CSDL) to define its requirements. The FoG network stack is
informed about the requirements via the network-application interface GAPI. Furthermore,
the FoG stack uses the GAPI to inform the application about events in the network such
as failures or incoming connections. FoG reacts on the requirements from applications by
selecting and composing appropriate gates. This process is influenced by the capability and
the policy of the network. The configuration of the gates is derived from all these influencing
factors. Depending on these factors, FoG has several options for combining gates. First,
FoG can reserve capacity in the network to satisfy the requirements. Second, FoG can use
a best-effort route and adapt dynamically the gates on the end hosts to the situation in the
network. And third, FoG can combine both. Which gates are chosen is described for each
use case in the next sections.

The overall process of deriving an end-to-end chain of functional blocks is done in a
distributed way. Multiple nodes along the path are contributing small parts of the chain.
On the one hand, this avoids a central point of failure and enables functions that are only
supported by a small number of nodes. On the other hand, nodes contributing to the chain
(not all nodes have to) have to have a larger overview over the network in order to handle
routing issues. If a node detects conflicting requirements or requirements, which cannot
be fulfilled with the available resources, it reports an error to the requesting application. If
the error is detected at a node, which is not an end hosts, the error is signaled to the end
hosts, which, in turn, reports it to the application via the GAPI. For the error handling, for
the signaling of the requirements, and the organization of the orchestration, a FoG-specific
signaling protocol is used. It combines elements known from traditional resource reservation
protocols with the new possibilities of the FoG route definition.
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5.1.1 Video-on-demand scenario

The first use-case focuses on the on-demand distribution of videos with a defined length,
like YouTube videos. The application requests a video from a source with a defined quality.
The user wants to see the video in exactly this quality and neither the video application
nor the network should reduce it. Consequently, FoG has to transport a fixed amount of
video data through its network. As long as the bandwidth is large enough for transferring
the video with a higher data rate than it is required for the video, the video player can start
immediately the video play out.

However, if there is not enough bandwidth available, the video will stall. Such a stall
has a significant negative impact on the QoE, since it degrades the QoE more quickly
than an initial start delay of the play out as discussed in Section 2.2. FoG reacts on
this by adding a gate, which buffers the video. The buffering delay is influenced by the
available average bandwidth and the required data rate of the video. Figure 6 is show-
ing the setup on the right hand side. The green (or darker) boxes are forwarding nodes
and the arrows between them are gates. The white box marks the connection end point
at the video viewer. The property view on the lower part of the figure shows the con-
figuration parameter of the video decoder gate. In the demo, the user can select the
video quality and start the transmission. The network will start buffering until the prob-
ability, that stalling will occur, falls below a threshold. Then the play out of the video
starts and will continue without stalling until the end of the video. The user has the
ability to cancel buffering at any time and start the play out immediately. However, the
implementation shows that after such a cancellation the buffer runs empty and the video
stalls.

5.1.2 Live video streaming

In contrast to the videos in the on-demand use case, live videos do not have a defined
duration. Therefore, buffering to avoid stalling is of limited use. If the available band-
width is not sufficient to transmit the video stream, the quality of the stream has to be
adjusted.

In this use case, the video application requests the video stream with best-effort require-
ments. However, the network should optimize QoE for the user. FoG reacts on this by
transferring the video stream in a best-effort manner. To increase the QoE, it creates gates
taking advantages of the SVC coding of the video to deal with varying bandwidth. One
SVC-splitter gate is created at the video source host and a measurement gate is introduced
at the end host. FoGs routing ensures that the video stream is forwarded through both gates.
The measurement gate is reporting its measurements to the SVC-splitter gate, which reacts
by dropping some of the SVC stream content depending on the received bandwidth. In
contrast to random packet drop, this ensures a controlled QoE degradation at the source.
However, packets might get dropped within the network caused by bit failures or full queues.
As recommended in Section 2, FoG introduces additional gates adding forward error cor-
rection (FEC) information to a video stream to cope with such drops. At the sender, one
gate is created doing FEC encoding. At the receiver, one gate reconstructing the original
packets via FEC decoding is added. As for the SVC gate and the measurement gate before,
FoG forwards the video stream through these gates. Figure 7 shows the setup of the gates
for a live stream. Since there are more gates for the direction towards the white connection
end point, they are arranged with one additional forwarding node situated in the upper left
part of the gate structure.
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5.2 Lessons learned

Our implementation shows the orchestration of functional blocks, called gates, depending
on requirements for transmission defined by applications. The goal of the orchestration
is the maximization of the QoE for the user, while taking into account the available
resources and functionalities in the network. The demo focuses on two scenarios deal-
ing with video transmission. First, on-demand videos are transmitted with an average
bandwidth. To avoid stalling, a gate for buffering is introduced. Second, live video stream-
ing uses gates for SVC-splitting to deal with variable bandwidth and FEC gates to deal
with packet loss. Both scenarios show the high impact of user-centric orchestration on
the achieved QoE. Furthermore, we demonstrate that it is feasible to implement such a
system with Future Internet approaches using functional blocks. In special, the implemen-
tation shows the feasibility of FoG to handle the requirements of a user-centric network
orchestration.

However, the implemented logic is highly related to the use cases. A generic method
for defining the relationship between functional blocks, their parameters and requirements
could not be implemented. It is up to future works to define such a generic method.

6 Conclusions and future work

This article has discussed network orchestration based on requirements and parameters
communicated between users, applications and networks. To illustrate the importance
and impact of such parameters, three use cases that relate user, application and network
requirements to each other were discussed. For each use case, we developed guidelines
for a successful network orchestration. Our main focus are multimedia services, since
they are seen as crucial applications in the future. The use cases ranged from scalable
and on-demand streaming to user authentication as used for payed multimedia services
like Sky Go. The related wide range of services demands for a flexible network orches-
tration approach. We reviewed the properties of such approaches in terms of general
service composition issues, such as requirement description, selection of functional blocks,
and application-network interfaces, followed by an in-depth description of several future
network approaches like the Service-Oriented Network Architecture (SONATE) and For-
warding on Gates (FoG). Both approaches are future network stacks, which can be run
on top of (and thus compatible with) existing networks. We implemented the discussed
video streaming use cases in the FoG architecture in order to show the feasibility of our
investigations.

Future work will be based on the implementation of the presented concepts and demon-
strate their feasibility for additional use cases. In addition, a comprehensive evaluation of
different future network architectures and specific implementations has to be performed
with respect to user- and network-centric evaluation metrics. For that, focus has to be put
also onto dynamic composition based on a close, timely interaction between the functional
blocks involved in the network orchestration.
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