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Abstract
Digitalization is a major driver of competitiveness in industry. Especially, automated scheduling systems are broadly available 
to deal with production steering in complex production systems. Their underlying concept is the network plan to describe the 
logical relation between different production steps for the completion of a production process. The network plan, however, 
is limited to contain only one standard process and allows therefore basically only the automated variation of execution 
time of each step within the given logical sequence. This is sufficient as long as the production process and the boundary 
conditions, such as resource availability, are stable to a certain degree. This work introduces an enhancement of the concept 
of the network plan, the Maximal Network Plan, that is designed to automatically cope with disruptions. It stores additional 
alternative sequences, weighted according to their priority in comparison to the standard process. Therefore, a numerical 
decision making is possible in terms of also varying the order of production tasks to achieve a maximum performance for 
the overall process. Instead of waiting for a disruption in the standard process to be solved, an alternative sequence will be 
proposed to increase overall progress by circumventing the blocked step. This concept has been developed and tested for 
complex assembly tasks, such as the production of air- and spacecraft structures and systems. In conjunction with the use 
of mobile computing devices instead of paper-based work order documents it allows a very fast and dynamic production 
steering, also in the case of substantial disruptions in the standard process.
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1  Introduction

The maturity of digitalization in industry is highly depend-
ing on the specific environment. Automated production 
processes, large batch sizes and a high integrational level 
of software based production management systems are 
advantages in terms of the implementation of the concepts 
and ideas of Industry 4.0 [1]. On the other hand, especially 
the high-tech industry, such as the production of air- and 
spacecrafts and other special machinery lacks of these fac-
tors. In comparison small batch sizes and complex assembly 
sequences hinder automation and manual work is the most 
important factor for value adding [2]. Therefore, production 

planning systems that are used for coordinating the manual 
work are seen as a platform for pushing digitalization [3]. 
This work deals with the automation of decision making in 
production planning systems used in assembly and system 
integration, where especially a fast and reliable reaction to 
disruptions in the regular process is needed. Until now, indi-
vidual manual decisions and paper-based documents slow 
down the production to a high extend, although the knowl-
edge of alternative procedures is given.

The concept of production planning systems, such as 
Manufacturing Execution Systems (MES) and respective 
modules in Enterprise Resource Planning Systems (ERP), 
bases on the principle of structuring information into prod-
uct, process and resource (PPR) [4]. The manufacturing of a 
given product is being performed through a process, which 
again requires certain resources [5]. Whereas the product, 
its sub-assemblies and components are documented in the 
product breakdown structure [6], the manufacturing process 
is described in a more or less visible manner in a network 
plan. It holds the order of predecessors and successors for 
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each production step. In the simplest case this network plan 
is a short linear sequence for parts machining but can con-
sist of hundreds of nodes in a highly branched network for 
elaborate assembly operations. The available resources, such 
as personnel with different qualifications, fixed and move-
able equipment, machines, workplaces, transport containers 
and even work or storage space are managed in a database, 
following a pooling principle. The material is also treated 
as a resource but is managed as inventory. This concept 
allows the computerized scheduling of large and complex 
production processes with multiple products, processes and 
resources and is state of the art for several decades already.

In complex assembly operations, often a range of dif-
ferent assembly strategies is feasible but the planner has to 
decide for one because due to its concept the network plan 
can contain only one. This leads to the main issue of describ-
ing production processes in a network plan. If the due suc-
cessor of a finished production step cannot be performed 
because one of the resources is not available, there are only 
two options to deal with; either the process is stopped until 
all required resources are available or a manual replanning 
outside of the planning system is being carried out. Both 
options are not sufficient, especially if the time to gain the 
missing resource is very long and / or the number of manual 
replannings is increasing. The latter leads to an inevitable 
loss of validity of the existing network plan. Furthermore, 
manual decision making in case of an urgent problem is 
highly reliant on the knowledge and experience of the spe-
cific person in charge. That often leads to poor decisions 
due to incomplete information on interdependencies between 
different production steps and the resulting consequences of 
spontaneously changing their order. After a replanning new 
paper-based documents have to be created and distributed to 
the shop-floor personnel, which again takes additional time.

This work represents latest results from research projects 
dealing with the digitalization of process knowledge and its 
automated evaluation and use in production management. 
In the focus is the body of theories of the Maximal Network 
Plan. The name is intended as a reference to the Maximal 
Work Plan (“Maximalarbeitsplan”), that is a well-known 
concept for documenting variants of a product in produc-
tion planning [7].

2 � State of the art

Research activities aiming at increasing the efficiency in pro-
duction scheduling can be divided into different categories 
which are discussed in the following.

Recent work in the context of Industry 4.0 deals in a 
more general perspective with the optimization of data col-
lection, exchange and use in a factory for more efficient 
interaction and decision making. Exemplary, an overall 

generic architecture for the interlinkage of all mechanical 
and computational systems in a factory is being proposed in 
[8]. Hošovský et al. discuss the role of computational intel-
ligence including concepts such as machine learning, opti-
mization algorithms and approximate reasoning to achieve 
an overall optimization of performance [9]. Virtual cross-
company networks with the same goal are in the focus of 
[10, 11].

A broad range of literature deals with scheduling prob-
lems, that are typically to be found in parts manufacturing; 
a given number m of assumed identical, parallel or unre-
lated machines [12] is available as a static system. Jobs can 
either be kept in a pool and therefore are known in advance 
or arrive randomly and can, depending on the author, vary 
regarding the lot size, setup time or lead time. The order 
of jobs is considered the main variable to achieve a high 
performance of the overall system. The aim is to identify 
scheduling strategies that maximize throughput, minimize 
waiting times or maximize machine utilization by varying 
the rules of prioritization of the incoming jobs, which are 
waiting for execution in a queue in front of this system. 
Basic so-called dispatch rules are “first come first serve” or 
“shortest process time”. [13] introduces a new rule called 
RTSLACK with the objective to select the one job out of the 
list of jobs waiting to be processed by one or more manufac-
turing resources, that would maximize the total slack time 
of the remaining jobs. [12] describes an approach based on 
simulated annealing to keep the work load within the system, 
consisting of m identical parallel machines, on a constant 
level. [14] discusses an approach based on a genetic algo-
rithm to maximize throughput of a system called the hybrid 
flow shop. It consists of several layers of m parallel machines 
and assumes that all jobs must pass through every layer. [15] 
introduces an approach also based on genetic algorithms 
called dynamic scheduling because the arrival of jobs is ran-
dom and unpredictable machine breakdowns are taken into 
account. [16] analyses the interaction of computational effort 
and quality of the decision. In opposition to the approach 
introduced in this work, however, none of the authors above 
uses a network plan or other kind of diagram to predefine 
the order of jobs. Therefore, the use for the scheduling of 
complex assembly tasks is very limited.

The available literature considering the use of diagrams 
to describe and schedule assembly operations is much more 
narrow compared to the job shop scheduling problem above. 
A number of authors has tried to overcome the limitation 
of having only one manually planned variant by generating 
assembly sequences automatically based on product data. 
Rochow et al. developed a precedence graph based on the 
product breakdown structure. The graph contains all tech-
nical constraints between its elements. They transfer the 
precedence graph via an adjacency matrix to an algorithm, 
which computes all possible process sequences. However, 
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they do not discuss the usability of the high number of com-
puted solutions. Furthermore, no differentiation of the sev-
eral alternative sequences exists, whereby all solutions have 
to be seen as equally feasible and efficient [17]. A further 
work uses an AND/OR-Graph to describe different adequate 
assembly sequences. Homem de Mello and Sanderson pre-
sented a graph that visualizes on the basis of disassembly 
operations alternative feasible assembly sequences. How-
ever, they include no differentiation of the presented solu-
tions in the graph. Additionally, the authors mention that 
their approach is potentially not usable for highly engineered 
products. That assumption is based on the complexity of 
the graph due to the high amount of potential assembly 
sequences [18]. The work of Crowston et al. deals with a 
method to optimize the overall cost of a process which incor-
porates alternative methods for given tasks by introducing 
the so-called Decision CPM. It includes additional nodes 
to represent those alternatives and allow decision making 
by integer programming. They also state that this approach 
leads to large and complex graphs and is therefore predes-
tinated for small problems [19]. Petri nets are used by [20] 
to store assembly sequences including process data such as 
assembly time. The sequences are generated out of a CAD 
model of the assembly. However, the demonstrated sample 
assembly consists of only 4 parts. In [21] the use of the 
simulated annealing method is demonstrated to generate 
all possible assembly sequences for a given assembly of 9 
parts and design for assembly principles are applied to delete 
practically unfeasible solutions. None of the authors discuss 
the active use of their data in production scheduling, espe-
cially in terms of a dynamic reaction to disturbances and 
weighted alternative sequences. Due to the mainly practi-
cal and less scientific context only in [22] are strategies to 
be found regarding the handling of errors occurring on the 
production line. Depending on the specifics of the error there 
are named basically three options; stopping the assembly 
line until it is fixed, bypass the faulty product to a repair line 
or simply document the error and proceed.

Whereas in this work the adjacency matrix is used as a 
means for storing process data, another method is the inci-
dence matrix. Both differ in terms of their structure and 
memory requirements. The memory requirement O of the 
incidence matrix is dependent of the number of nodes (n) 
and the number of edges (m) within the graph and equals 
Ο(n*m). The memory requirement for the adjacency 
matrix is calculated using the number of nodes in the 
graph, regardless of how many edges exist Ο(n2). There-
fore, for graphs with a small number of edges, the inci-
dence matrix is most suitable in terms of memory require-
ments [23]. The maximal network plan has an increased 
number of edges due to the additional representation of 
the alternative sequences. In such cases, when there are 
more edges than nodes, it is therefore well justified to use 

the adjacency matrix to store the graph [24]. In opposition 
to AND/OR graphs, Petri nets or other methods to store 
process data, the principle of the network plan is used as a 
standard in commercial production planning systems and 
therefore well understood and accessible in this context. 
Furthermore, it is capable of storing large processes with 
hundreds of nodes thus still being easy to visualize and 
to read.

The aim of this work is to develop a method based on 
the commonly accepted network plan that allows to con-
tain a range of valid production sequences and information 
on their priority in relation to each other. Therefore, it 
allows a numerical replanning that enhances the perfor-
mance of the available production scheduling systems also 
in case of substantial disruptions. The exhaustive calcula-
tion of the solution space, as it is done in [17] to [21], is 
intentionally not taken into account. The primary source 
of the initial network plan is the planner who provides 
one variant as a basis which is considered the most reli-
able one.

3 � Theory of the maximal network plan 
(MNP)

3.1 � Theoretical basis

Russel and Norvig described the principle of a network 
plan in their definitive book on artificial intelligence [25]. 
It is not the aim to reach all nodes or edges once, as it is 
the case in Euler or Hamilton circuit problems, nor is it 
necessary to compute the shortest path from start to end as 
in travelling salesman or routing problems. Rather, the net-
work plan visualizes the predecessor-successor-relation-
ship between each node by using directed edges. Nodes are 
understood as jobs or work orders in this context. An edge 
between two nodes implies that the predecessor has to be 
executed before the successor is begun. A timed relation 
is not defined.

A network plan is a directed graph that can be described 
by an adjacency matrix with the size n x n, with n being 
the number of nodes of the graph. Each edge of the graph 
is stored in the corresponding field of the upper triangular 
matrix. All edges are equivalent in principle. Therefore, a 1 
describes the specific entry in the matrix. The main diago-
nal has no entries respectively a 0 because the nodes of the 
production process cannot interact with themselves. Moreo-
ver, there are no backwards directed edges to describe the 
production process whereby no entries appear in the lower 
triangular matrix. That leads also to a 0 as input. Figure 1 
shows a typical network plan and its corresponding adja-
cency matrix.
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3.2 � Enhancement of the concept of the network 
plan

Additional relations between nodes can be described by 
additional entries in the upper triangular matrix but they 
have to be considered as subordinate in comparison to the 
ideal sequence. Therefore, their respective entry is higher 
than 1, which can also be read as a penalty. In the simplest 
case it is 2 which means the respective edges are of sec-
ond priority to the standard process. Higher penalties are 
possible. The determination can be done intuitively by the 
planner or follow strict rules. This work proposes that the 
value in the first step is determined based on the number of 
edges between the predecessor node of the interrupted one 
and its alternative successor. That equates to the number of 
skipped nodes + 1. The principle is that the more the alter-
native sequence is apart from the standard process, the less 
desirable it is. The aim is to stay as close to the standard pro-
cess as possible and return to it as soon as possible. Figure 2 
illustrates a respective extension of the example from Fig. 1.

Edges that have a penalty higher than 1 are referred to 
in the following as alternative edges. Nodes that are linked 
through an alternative edge and are considered for execution 
thereby are referred to as alternative nodes.

The introduction of alternative edges should never lead 
to circumventing nodes that are not due yet because their 
regular predecessor is not finished. It is only intended 
to circumvent a due successor of a finished node that is 

“blocked”. It is acceptable on the other hand if an alterna-
tive edge with a priority higher than 2 leads to circum-
venting nodes in the direct sequence after one that is 
“blocked”, as it is the case in the example above regard-
ing node 6.

In the interpretation of a typical network plan as soon 
as a node has been executed it is of no further importance 
in the ongoing sequence and its successor is the next node 
due. By introducing alternative edges this basic principle 
is not sufficient anymore. As a basis for numerical decision 
making further information on the status of each node is 
required. Nodes can be “finished” after their execution 
and are therefore of no further relevance unless they are a 
precondition to another node as explained in the following. 
While they are executed they bind resources and are being 
understood as “in progress”. Due nodes according to the 
common interpretation of a network plan are considered 
“workable”. In addition, there are nodes which are due but 
considered as “blocked”, because a required resource is 
temporarily not available. As soon as the missing resource 
is available, the node should be executed with a higher 
priority to get closer to the standard sequence again. This 
status is treated as “repaired”. The following differentia-
tions are therefore introduced in this concept (Table 1). 
The color coding is for illustrational purposes only.

The actual status of each node can be stored in the 
respective field of the main diagonal of the adjacency 
matrix, as illustrated in Fig. 3.

Fig. 1   A conventional network plan with eight nodes (right) and its corresponding adjacency matrix (left)

Fig. 2   Network plan with alternative edges and its corresponding adjacency matrix
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A further extension is aiming to prevent failure in highly 
complex network plans by specifying preconditions and thus 
limiting the range of possible alternatives in case a blocked 
node is circumvented by an alternative edge. The example in 
Fig. 4 shows that an edge with priority 3 would bypass nodes 
number 3, 4 and 6 in case nodes 3 and / or 4 are blocked. To 
perform node 7 on the other hand a precondition could be 
that node 3 must be finished yet before for technical reasons. 
This would limit the meaning of the alternative edge to only 
bypassing node 4 but not 3 and 6. These preconditions can 
be defined by the planner individually for each node and 
are independent from alternative edges. Preconditions can 
be understood as edges directing backwards from a specific 
node, who’s precondition they are, to a specific node that 
must be completed before the node can be performed. Fig-
ure 4 illustrates this with additional edges in yellow.

Two different levels of preconditions have proofed benefi-
cial. A precondition can be specified as “restrictive” and is 
coded in this example with integer 1 in the lower triangular 
matrix if the specified node must be completed only to a 
certain degree but not fully. A manual decision would be 
necessary to determine if the progress reached so far is suf-
ficient, unless the production data acquisition does provide 
this information. According to the example above the blue 
alternative edge with priority 2 would bypass nodes 3 and 4 
(see Fig. 3). But the precondition with level 1 pointing from 
node 6 to node 2 (see Fig. 4) means that node 3 can only 
be bypassed if node 2 has been started yet and completed 
to a certain degree. Integer 2 in the lower triangular matrix 
identifies nodes that have to be fully completed. These are 
declared as “indispensable”.

3.3 � Selection and prioritization of alternative nodes

The introduction of alternative edges and the circumventing 
of blocked nodes lead to the situation that nodes with a dif-
ferent status may be available for execution:

1.	 nodes that have been blocked but are now available 
(“repaired”);

2.	 nodes that are the due successor of a finished node 
(“workable”);

3.	 alternative nodes pointed to by alternative edges with 
varying priority.

Table 1   Overview of the possible node statuses

Fig. 3   Storing the status information in the main diagonal of the adjacency matrix

Fig. 4   Definition of preconditions in the lower triangular matrix and the corresponding representation in the network plan
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Furthermore, in the assembly of a complex system the 
aim is not to identify only one node to continue a pro-
duction process but to identify all available process steps 
and then assign the available resources, such as person-
nel, to them in a useful order. Therefore, a set of rules is 
needed to prioritize. One paradigm of this concept is to 
stay as close to the standard process as possible. Therefore, 
“repaired” nodes must be executed as soon as they are 
available. In the following also nodes must be executed 
that are located behind a formerly “blocked” node in the 
same branch of the network plan and could therefore not 
be executed earlier. This is minimizing interference with 
other process steps. If no “repaired” nodes are left, the 
“workable” nodes have the highest priority. This also 
fulfils the paradigm mentioned above. It is assumed that 
nodes which are considered as “workable” have a released 
documentation and the required material is available. Oth-
erwise they would have to be treated as “blocked”.

If there are no or not enough “repaired” and “workable” 
nodes available to ensure sufficient progress on the one 
hand and a number of the due nodes is “blocked” because 
specific resources are missing on the other hand, alterna-
tive nodes are taken into account. They are only to be 
considered if their individual preconditions are satisfied. 
To prioritize between them requires different considera-
tions. It is assumed that the impact on the overall process 
is lower if the penalty of the corresponding alternative 
edge is lower, thus meaning the number of circumvented 
or skipped nodes is lower. Therefore, a prioritization is 
proposed beginning with the lowest penalty. In a complex 
network plan a number of nodes with an equally low pen-
alty might be available. A further parameter therefore is 
the process relevance of the alternative node to be evalu-
ated. In graph theory, the neighborhood term describes 
the quantity of related nodes to a specified node [26]. In 
this context this term is used to declare the significance of 
a node in the production process. The higher the number 
of related nodes is, the more important is the node for the 
overall process. To reduce the impact of circumventing 
nodes, alternative nodes are prioritized higher the lower 
their process relevance is. To get back to the standard pro-
cess soon it is furthermore useful to execute alternative 
nodes with short execution times before nodes with long 
execution times. Once the alternative node has been fin-
ished, a replanning takes place and the circumvented node 
might be repaired and available for execution. A useful 
extension could be to compare the expected time until the 
missing resource is available with the duration of the con-
sidered alternative node. Table 2 provides an overview of 
the rules described above.

This procedure can be automated to a high extent based 
on operations using the adjacency matrix. Manual interven-
tion is possible but not strictly necessary for the approval of 

the final order of the prioritized nodes and the release of the 
corresponding new work orders.

4 � Application example

The concept of the Maximal Network Plan (MNP) has 
been developed and tested during the planning phase of the 
assembly plant for the Ariane 6 upper stage in Bremen, Ger-
many. A demonstrator has been set up using operational data 
of a subassembly of the actual product (Fig. 5). The use of 
the MNP has been demonstrated, functioning as the back 
end of a novel planning system that provides a high dynamic 
especially in its reaction to substantial disruptions of the 
standard process, such as missing material and components. 
This high dynamic can only play to its full extent if it is com-
bined with digital documents instead of static paper-based 
documentation. Therefore, in parallel mobile computing 

Table 2   Overview of the prioritization steps

No. Description

1 Repaired nodes and subsequent workable nodes
2 Workable nodes in the standard process
3 Alternative nodes

3.1 Lowest penalty of the alternative edge
3.2 Lowest process relevance
3.3 Shortest execution time of the alternative node

Fig. 5   Set-up of a demonstrator using a component of the Ariane 
upper stage as sample assembly
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devices to be used as mobile front ends have been selected 
and equipped with specific user interfaces to provide the 
required data as well as input abilities for collecting process 
data. The demonstrator consists of a database containing the 
MNP of the sample assembly and the corresponding algo-
rithms. A status monitor is illustrating the overall process 
and its current state and is intended to be used by production 
planners. The worker wears a head mounted display that pro-
vides technical and organizational information on the current 
process step. Voice control allows to change menus and to 
provide input to the system.

The overall system is designed in a way that allows mul-
tiple users to communicate with the back end at the same 
time via a SQL-database (see Fig. 6). It can be distinguished 
between stationary and mobile users. Stationary users are 
located in an office and are responsible for planning and con-
trolling of the overall process and administer and manage the 
overall set of data. They manage the overall network plan, 
determine the status of blocked and repaired nodes, approve 
the prioritization list and release work orders. Mobile users 
are workers and quality management staff on the shop floor. 
Their focus is a single process step that is currently being 
worked on. Whenever one of the mobile users has finished a 
process step and reported it accordingly via its mobile device 
to the planning system, the procedure described above of 
selecting the next due production step is being executed 
automatically. The corresponding operational data is pro-
vided on the mobile device. Also information on blocked 
nodes can be provided from the shop floor if the reason is 
related to the actual situation there. An extension of the sys-
tem is feasible that holds an individual instance of the MNP 
for each product in the production line but manages a central 
pool of resources, especially working personnel with differ-
ent qualifications.

As this project has been carried out before serial pro-
duction has started, no operational data is available yet. 
The intention was to avoid the known difficulties, espe-
cially occurring in the production ramp up of a totally new 

product, beforehand. The first flight of Ariane 6 is scheduled 
for 2022.

5 � Discussion and further work

The aim of the Maximal Network Plan is to enable auto-
mated decision making in production planning systems also 
beyond the single sequence of a conventional network plan. 
The concept has been deployed in a use case scenario of a 
complex industrial environment. A number of advantages, 
but also limitations and further work have become visible.

The general concept allows to digitalize process knowl-
edge to a much higher extent as it has been possible so far, 
thus extending automated decision making significantly. 
The planner can document far more than one single process 
sequence, especially in terms of locally limited workarounds 
in the case of missing resources. Furthermore, the MNP is 
intended to be a living and growing store of knowledge. 
Whereas network plans in typical user scenarios are only 
developed once and not modified very often when in use, 
the MNP can and should be refined further continuously, 
especially in terms of feasible alternative edges and their 
prioritization. New alternative edges are included based on 
manual decisions in a certain situation and are available for 
automated decisions in the future. Actual experience is being 
collected with executing alternative nodes and can be mir-
rored to the penalty of the corresponding alternative edge. 
Good alternative processes are rated better, bad alternatives 
are rated lower or even deleted. If boundary conditions 
change, alternative edges could even become the standard 
process.

An underlying assumption of this work is that a higher 
work load compared to the standard process is acceptable to 
achieve an overall progress. This is different from applica-
tions for example in mass production of consumer products, 
which on the other hand have a much more stable resource 
availability and therefore don’t need the flexibility. It has 

Fig. 6   Structure of the imple-
mented demonstrator
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to be criticized that the penalty, represented by the edge 
weight of the alternative edges as seen in Fig. 3, so far has 
no relation to the real additional expenditure caused by cir-
cumventing the standard process. This can be low or even 
zero but range also very high. However, the actual amount 
of additional work is not known. Whereas it could be repre-
sented in the given data structure by the penalty being any 
positive value, it seems not practically feasible to manually 
calculate the actual amount for each possible alternative sce-
nario. Further work therefore deals with the automated col-
lection of process performance data and its reflection in the 
penalty of alternative edges. The actual process duration and 
work load of an alternative process in a specific scenario is 
available in the production data acquisition once it has been 
executed. This data can be used to specify the difference to 
the standard process and automatically improve the quality 
of the penalty information.

A further limitation should be seen regarding the prioriti-
zation steps provided in Table 2 as they have not been evalu-
ated on large scale experiments outside of the application 
example above yet. Ongoing work deals with this issue. A 
test environment is being developed that allows the auto-
mated generation of large MNPs for imaginary scenarios 
and their automated evaluation by simulating their execu-
tion and typical user input. This is aiming to collect data 
on the performance of different prioritization strategies and 
their interdependence with boundary conditions such as the 
structure of the MNP, the pool of resources and the profile 
of the occurrence of disruptions.

Further work also deals with the automated collection 
of data in case of disruptions in the process. The aim is to 
identify patterns and eliminate the reasons systematically as 
far as they lie within the influential reach.
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