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Madrid, Spain

Abstract—Long Term Evolution (LTE) networks provide
broadband Internet access to mobile users. One of the main use
cases for LTE is a mobile video. When selecting a video transmis-
sion mechanism, a video provider has to consider different and
orthogonal metrics. The consumer expects a high video Quality
of Experience (QoE) and a low energy consumption during
download and playback. The video provider is interested in
minimizing its resources and corresponding costs, like bandwidth
and wasted traffic. Wasted traffic occurs if a user aborts and
additional video data is already downloaded but not played out,
consuming resources unnecessarily.

This raises the questions 1) how a video provider delivers the
video contents while reducing the operational costs and satisfying
the customers demands 2) what is the influence of the customer
abort behaviour.

To answer these questions, we first study the influence of
mechanism selection on energy consumption and wasted traffic.
Second, we show that the different user models do not influence
the wasted traffic significantly. Finally, we provide parameter se-
lection guidelines for the Streaming mechanism, which are shown
to satisfy better both the requirements of the video provider as
well as those of the customer, to achieve Pareto optimal results
with regard to the smartphone energy consumption and wasted
traffic.

I. INTRODUCTION

In the current mobile Internet, the majority of traffic is
caused by video transmissions. By 2017, this value is expected
to rise to two thirds of all mobile traffic [1]. Furthermore, the
deployment of LTE is expected to rise from 0.1% to 10% in
the same timespan according to the same study.

One important factor for successful business considered by
video platform operators is the QoE, i.e. the quality of service
as perceived by the user. There are several QoE factors like
video interruptions, referred to as stalling, but also energy
consumption of the smart phone. The video QoE of a user
is negatively impacted if video playback stalls, for example
because not enough content has been downloaded yet. A high
energy consumption results in lower battery lifetime, which
frustrates users due to frequent required recharges. Another
factor to consider is that if the user stops the playback of the
video before completion, from the perspective of the platform
operator all content downloaded but not yet watched is lost.

This work was partly funded by the Deutsche Forschungsgemeinschaft
(DFG) under Grants HO 4770/1-1, TR257/31-1, and in the framework of
the EU ICT Project SmartenIT (FP7-2012-ICT-317846). The authors alone
are responsible for the content.

Thus, when evaluating a video transmission mechanism the
video QoE, energy consumption of the User Equipment (UE)
and wasted traffic should be considered. The contribution of
this article is the following. We evaluate four video delivery
mechanisms with regard to the three identified metrics. In
order to evaluate the amount of wasted traffic, three user
models are introduced which specify the probability of a user
stopping the video at any point in time. We identify the
Streaming transmission mechanism as providing good results
for all metrics. Then, we perform a parameter study for the
buffer threshold and size of the Streaming mechanism, in
order to allow a network operator to select Pareto optimal
configurations according to a trade-off between wasted traffic
and energy consumption while only considering parameter sets
resulting in maximum QoE, i.e. those preventing all video
stalling.

This paper is structured as follows. In Sec. II we give
an overview of related work on video transmission in LTE
networks. Section III discusses model assumptions, introduces
the video transmission mechanisms, and presents the LTE
energy model. Furthermore, the metrics used in the remainder
of the paper are defined. In Sec. IV we evaluate the discussed
mechanisms using deterministic discrete event simulation. We
study the impact of selected mechanism on energy consump-
tion, wasted traffic, and provide a trade-off analysis for the
Streaming mechanism. Finally, we conclude in Sec. V.

II. BACKGROUND AND RELATED WORK

In order to match the demand of video transmission over the
Internet, multiple solutions exist [2]. The most basic approach,
Download, obtains the complete video at once, playing back
any available content as required. Due to the nature of Live
video transmissions it is only possible to send the currently
available content. Furthermore, introducing delay into the live-
stream should be avoided as it reduces the timeliness of the
video. There exist different approaches for Streaming video
content to a user. In server based solutions, the streaming
server controls the transmission of content. One example of
such a server based approach is the Real Time Streaming
Protocol (RTSP) which was widely discussed as a standardized
solution for mobile video streaming [3].

In the more recent past, client based approaches were dis-
cussed. Here the client controls the download and playback of
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Fig. 1: Influence of Number of Stalling Events and Stalling
Length on QoE [9]

content. The authors of [4] study the QoE of HTTP Adaptive
Streaming (HAS) approaches, if the content is consumed
via LTE networks. They highlight the differences to existing
server-side approaches and suggest the study of cross-layer
optimization approaches in order to improve the QoE. One
approach to deliver HAS is MPEG-DASH, which enables
video streaming over HTTP [5]. Considering both the video
content as well as the available resources by using a proxy
has been suggested to improve the users QoE [6]. In [7] the
authors suggest the use of a caching strategy, downloading
video content according to a user viewing history and network
conditions.

The authors of [8] perform a measurement of power con-
sumption and Radio Access Network (RAN) signalling during
playback of a YouTube video. They employ a proxy server in
order to ensure that traffic is sent in bursts, thus decreasing
power consumption at the cost of additional signalling traffic.

III. MODEL

In this section we first describe our model assumptions.
Then we introduce a model for the video transmission mech-
anisms considered. Finally, we present a power and Radio
Resource Control (RRC) model for an LTE UE.

A. Model Assumptions

Maintaining a high QoE for their viewers is an important
goal for operators of video platforms. The authors of [9] found
that the QoE is mainly influenced by the number of stalling
events and the stalling event duration. As shown in Fig. 1, the
QoE model, where 5 is the highest possible QoE and 1 the
lowest, rapidly decreases if the number or duration of stalling
events increases. The provided QoE model between stalling
and QoE shows that stalling significantly worsens QoE. Thus,
an operator has to avoid stalling at any case. As a consequence,
in this paper, we only consider scenarios where no stalling
occur, i.e. the delivery bandwidth is larger than the video bi-
trate to ensure a smooth video playout. Otherwise, the operator
will use QoE management approaches to overcome resource
limitations, e.g. by reducing the application requirements with
DASH/SVC [10] or by prebuffering data [11].
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Fig. 2: Behaviour of Transmission Mechanisms. Different
Playback End Times Due to Different Playback Starts

Furthermore, we assume that all videos are played back
with a constant bitrate bR. Thus, each second of the video,
independently of its content, requires the same number of bits.

We consider video transmission between a server and a
user equipped with an LTE enabled smartphone. The available
bandwidth of a UE depends on many factors, such as location,
number of users in the cell, activity of other users, and line
of sight. To simplify the evaluation scenarios we assume that
a constant maximum bandwidth bW is provided to the user.
We assume that the bottleneck of the connection is the air
interface, thus the full bandwidth bW available is used for the
video download. We consider scenarios where the available
bandwidth of the UE is higher than the video bitrate in order to
prevent stalling. Although the assumptions of constant bitrate
and bandwidth do not hold in a real environment, the purpose
of considering such assumptions is twofold. First, they are
useful to know the performance of the discussed mechanisms
in optimal conditions without any other effects that could
disturb the results and, second, they serve as a baseline for
comparison with fitted random variables for both bandwidth
and bitrate as discussed in Sec. V.

B. Video Traffic Model

In our study we focus on four transmission mechanisms
which are currently in use. Fig. 2 shows the consumed
bandwidth and the available seconds of video for playback for
a video watched for all considered transmission mechanisms.
For each point in time t the amount of video in seconds already
played back is given as tp(t).

The Download mechanism can be used if a user wants to
watch a pre-encoded video. Thus, the complete video is ready



Symbol Full Name Measured Value
TON RRC Connected On duration timer 1 ms
TI DRX inactivity timer 100 ms
TS Short DRX duration timer 20 ms
TL Long DRX duration timer 40 ms
TIdle RRC Connected timeout 11.576 s
TIdleON RRC Idle On duration timer 43 ms
TIdleDRX RRC Idle DRX duration timer 1.28 s
DP Promotion Delay 260 ms

TABLE I: RRC and DRX Parameters [16]

to be transmitted as soon as the user starts the transmission.
The required time of the download is only bounded by the
bandwidth available in the network.

Video watched during Live transmissions is encoded as it
is recorded. Thus, the bandwidth used to transmit the video is
always limited to the video bitrate bR.

In [12] the authors show the influence of the video demand,
i.e. the ratio of available bandwidth and required video band-
width, on the stalling frequency. In order to reduce stalling, the
bandwidth used to download the video should be provisioned
so that the available bandwidth exceeds the video bandwidth
by a high enough factor. In the Provisioning mechanism,
the download bandwidth is chosen so no stalling occurs. In
order to reduce stalling and improve the QoE of a video, the
available bandwidth should be at least 120 % of the video
bitrate bR [13].

For the Streaming mechanism the complete video is encoded
in advance, allowing for the full bandwidth of the UE being
used for download. The video is downloaded with full band-
width for a prebuffering time � in order to guarantee a stalling-
free start of the playback. After � seconds the download stops
and the playback begins. The download is only resumed if
the available seconds of video for playback are below a stop
threshold ✓. The download continues until the buffer contains
a threshold size ⇥, resulting in a total buffer length of ✓ + ⇥
s. This is repeated until the download is completed.

A video provider will also consider its bandwidth to be
a resource to be conserved. However, when comparing the
bandwidth available in LTE with that of a wired network, we
can assume the air interface to be the bottleneck. Furthermore,
not considering bandwidth as an optimization target of the
video provider simplifies the study as it removes one additional
metric.

C. LTE Network Model

In order to quantify the energy consumption during wireless
transmission, we model the LTE RRC behaviour defined
in [14]. To reduce the energy consumption, the concept of
Discontinious Reception (DRX) has been introduced in [15].
The authors of [16] provide measurements of important RRC
and DRX parameters which are used in the following model
and are reproduced in Tab. I.

The RRC protocol for LTE consists of two states, as shown
in Fig. 3. In RRC Idle state, the UE is in DRX mode.
Here, the UE monitors the Physical Downlink Control Channel

RRC Connected

Continiuous
Reception

Long
DRX

Short
DRX

RRC Idle

DRX

TIdle

TI TS

Data Timer

Fig. 3: LTE RRC Model

(PDCCH) for TIdleON in each DRX interval of duration
TIdleDRX . The time of a promotion to the RRC Connected
state is given by the promotion delay DP and occurs as soon
as a packet is sent or received. If a packet is sent or received
while in RRC Connected, including the initial packet which
triggered the promotion to RRC Connected, the timers TI
and TIdle are started. Until the TI timer expires, the UE is
in Continuous Reception (CRX) mode. After the TIdle timer
expires, the UE demotes to RRC Idle. Upon expiration of
the TI timer, the UE enters Short DRX. Here, the TS timer
is started and the UE monitors PDCCH for TON. If a packet is
sent or received while in Short DRX, CRX begins and the
TS timer is disabled. Once the TS timer expires, Long DRX
is entered and TL is started, again the UE monitors PDCCH
for TON. This is repeated until a packet is sent or received and
the CRX state is entered or until the TIdle timer expires and
RRC Idle is entered.

We give the download bandwidth at any time t as bd(t).
Furthermore, we denote the length of the video already down-
loaded at any time t as

td(t) =
1

bR

Z t

⌧=0

bd(⌧)d⌧. (1)

D. Evaluation Metrics for Smartphone Energy Consumption
and Wasted Traffic

We calculate the energy consumption of the UE due to
wireless transmission at any given moment using the UE’s
current state and the bandwidth in use. We only consider the
energy consumption due to wireless transmission, as it is an
offset to the energy consumption caused by the playback of the
video. The video playback itself is unaffected by the choice
of transmission mechanism. Thus the selected transmission
mechanism only influences the energy consumption of the
wireless transmission. In [16] the authors provided measure-
ments for the energy consumption of each state (see Tab. II) if



Description Paper
RRC Idle (base) 11.4 mW
DRX during RRC Idle 594.3 mW
Promotion 1210.7 mW
RRC Connected (base) 1060.0 mW
DRX during Short DRX 1680.2 mW
DRX during Long DRX 1680.1 mW
↵ 51.97 mW/Mbit/s

� 1288.04 mW

TABLE II: Power Consumption Per System State [16]

the UE is receiving no data. Furthermore, an approximation of
the power consumption at time t if a download occurs is given
as P (t) = ↵ ·bd(t)+�. In order to compute the overall energy
consumption E during the transmission and playback of the
video, we add the power consumed in each state in which the
UE is not receiving and the power consumed during receiving
while considering the used bandwidth at each moment.

If a user stops watching a video currently being downloaded
before its end, this leads to wasted traffic, a metric that impacts
the video provider, but is influenced by the user aborting the
video. Because this decision can not be influenced by the video
provider, a user model has to be assumed by the video provider
in order to provide a performance analysis of the different
video delivery mechanisms.

Considering that transmitting data to a smartphone costs
both money and traffic, a transmission mechanism should at-
tempt to reduce the amount of video which has been transmit-
ted but is not yet watched at any time t as tu(t) = td(t)�tp(t).
If the user stops the playback according to a random variable
A with Probability Density Function (PDF) a, we can give the
wasted traffic W as the expected value of tu under A.

W = E [tu] =

Z 1

t=0

a(t)tu(t)dt. (2)

High values of W indicate that server and network resources
are used for traffic which is not watched by the user.

We consider three types of user behaviour, each modeled
by a random variable describing the abort time, i.e. the time
when the user stops watching a video. First we consider a
uniform distributed user abort model, where the user can
abort the video at any time. Due to the uniform distribu-
tion of the abort time and the length of the video, that is
1600 seconds (⇡27 minutes), the mean time of stop occurs at
800 seconds (⇡13 minutes). Second, we consider a type of user
that watches a part of the video before deciding if he or she
should stop watching. After the main part of the video has
been watched, the user is again more likely to abort. To model
this kind of behaviour we use a truncated normal distribution
over the playtime of the video, assuming a symmetry of the
abort density at the half-way point of the video. We use the
same mean and specify a standard deviation of 400 seconds
(⇡7 minutes). Third and finally, we assume that the user is
more likely to abort the video at the beginning. We model this
user behaviour using a truncated lognormal distribution with
the same mean and a standard deviation of 0.8 seconds for the
normal distribution at the basis of the lognormal distribution.

Note that the wasted traffic W is influenced by the user abort
model because wasted traffic only occurs if a user aborts a
video. Even though this may only affect a subset of all watched
videos, it still consumes unnecessary resources and should be
considered by the video provider. However, the download of
videos always consumes energy and the largest amount of
energy is consumed if the user does not abort the video. Thus,
we optimize for the worst case energy consumption. Any other
optimization target would offer incentives to users to abort
watching the video early, resulting in additional wasted traffic
for the provider.

IV. NUMERICAL EVALUATION

In this section we provide answers for the questions outlined
in the abstract of this paper.

1) In Sec. IV-A and Sec. IV-B we study the impact of
the considered transmission mechanisms. We find that
the Streaming mechanism provides acceptable results
for both metrics. In Sec. IV-C we evaluate the impact
of parameter choices for the stop threshold ✓ and the
threshold size ⇥.

2) In Sec. IV-B we consider the influence of user behaviour
on wasted traffic by evaluating different user models.

We consider a video of about 27 minutes (l = 1600 s)
length which is viewed on a UE with LTE access. The median
of available downlink throughput in current LTE networks
is bW = 12.74 Mbit/s [16]. A wide set of video bitrates
between 1 and 50 Mbit/s is in use [17]. In order to prevent
stalling, we consider bitrates between 1 and 10 Mbit/s, stay-
ing below the available network bandwidth. For the Streaming
mechanism, thresholds of ✓ = 4 s and ⇥ = 32 s were selected.
Furthermore, we specify a prebuffering duration of � = 5 s.
The influence of different threshold settings will be studied in
Sec. IV-C.

We conduct our study using deterministic discrete event
simulation which uses no random variables. The wasted traffic
is obtained analytically using the abort behaviour model. Thus,
all results are exact under the previously stated assumptions.

A. Energy Consumption

First, we study the influence of both video bitrate as well
as the selected download mechanism on energy consumption
in Fig. 4. We consider the Download mechanism and observe
that it consumes the least amount of energy. Here the video is
downloaded with full bandwidth, as seen in Fig. 2, resulting
in a very short energy intensive download phase and a longer
energy un-intensive playback phase. For the Live mechanism
we observe the opposite, i.e. the highest energy consumption
for all bandwidths. If this mechanism is used, the used band-
width equals the video bitrate. Thus, the download requires the
same amount of time as the playback, resulting in the highest
possible energy consumption. The Provisioning method uses
a higher bandwidth, thus reducing the overall download time.
This reduced download time decreases the energy consumption
when compared to the Live mechanism, even though the
bandwidth used for downloading is increased to 120%. For



● ●
●

●
●

●

●
●

●

●

●

●

● ●
●

●
●

●

●
●

●

●

●

●

0

1

2

3

1 2 4 6 8 10
Video Bitrate (Mbit/s)

En
er

gy
 (k

J)

Mechanism ● ●

● ●

Download Live
Streaming Provisioning

Fig. 4: Influence of Bitrate and Download Mechanism on
Energy Consumption

●

●

●
●

●
●

●

●

●
●

●
●

●

●

●
●

●
●

●

●
● ● ●

●

●

●

●
●

●
●

●

●

●
●

●
●

●

●

●
●

●
●

●

●

● ● ●
●

●

●

●
●

●
●

●

●

●
●

●
●

●

●

●
●

●
●

●

●

● ● ●
●

10

100

1000

1 2 4 6 8 10
Video Bitrate (Mbit/s)

W
as

te
d 

Tr
af

fic
 (M

bi
t)

User Model Uniform Normal LogNormal

Mechanism ● ●

● ●

Download Live
Streaming Provisioning

Fig. 5: Influence of Bitrate, Download Mechanism and User
Model on Wasted Traffic

the Streaming mechanism we observe an energy consumption
slightly higher than the Download mechanism. As the bitrate
of the video increases, the energy consumption increases as
well. This is due to the fact that a higher video bitrates require
larger downloads. For video bitrates approaching the available
bandwidth the Streaming mechanism degenerates to the Live
mechanism, as no prebuffering is possible. We conclude that
the Download and Streaming mechanisms outperform Live and
Provisioning with regard to energy consumption.

B. Wasted Traffic

Next, we consider the wasted traffic as a metric of the
transmission mechanism quality. If a user completely watches
a video, no traffic is wasted. Thus, we consider only the cases
where a user stops the playback before the video is finished. In
Fig. 5 we study the wasted traffic for different video bitrates.
We consider the different download mechanisms introduced in
Sec. III-B as well as the previously introduced user models.
We observe that the choice of user model has no significant
impact on the wasted traffic. For the Download mechanism,
the amount of wasted traffic increases up to a video bitrate

of 6 Mbit/s, then the wasted traffic decreases because only
video data which has been prebuffered can be lost if the
user aborts the video. As we assume a available bandwidth
of 12.74 Mbit/s, the bandwidth available for prebuffering
decreases as the bitrate increases, resulting in lower amounts of
wasted traffic for high video bitrates. For the Live mechanism,
we see that the wasted traffic for all user models is very low,
but wasted traffic exists. This is due to the traffic already sent
by the server while the UE is still waiting for promotion from
RRC Idle to RRC Connected, i.e. a short prebuffering
phase exists. As the bandwidth increases with the video bitrate,
the wasted traffic increases as well. Next, we consider the
Provisioning approach and see an increase of wasted traffic
as the video bitrate increases because the bandwidth used
for continuous download is a factor of the video bitrate. A
higher video bitrate results in the download of the video
being completed earlier, which leads to more wasted traffic.
Similar results can be seen for the Streaming mechanism,
which results in more wasted traffic than the Live mechanism,
but significantly less traffic than the Provisioning mechanism.
This is due to the fact that if the user aborts, at least the
amount of video given by the stop threshold ✓ and at most the
complete buffer, given by the stop threshold and the threshold
size are lost. We have observed that the choice of user model
results in no qualitative changes in wasted traffic. As we
have seen, the Download and Streaming mechanisms provide
best results with regard to energy consumption. However with
regard to wasted traffic, the Live and Streaming mechanisms
are most suited. Thus, the Streaming mechanism seems to be a
good compromise. The network operator can select a trade-off
between energy consumption and wasted traffic as discussed in
the next section. From now on, we only consider the uniformly
distributed user model and the Streaming mechanism.

C. Influence of Buffer Threshold Selection

In this section, we discuss the influence of the lower
buffer threshold ✓ and the buffer size ⇥ on both the energy
consumption P and the wasted traffic W for a uniformly
distributed user model as shown in Fig. 6. Considered stop
thresholds are in the range of 4 to 32 seconds. Lower stop
threshold values result in stalling, as the buffer runs empty
while the UE is still waiting for the promotion delay to be
completed and sufficient amount of data to be downloaded
to continue playback. For sake of readability, we show only
the video bitrates 2, 6, and 10 Mbit/s and show the Pareto
frontier, i.e. the set of all parameter combinations where no
other parameter combination yields better results for both
metrics, of evaluated parameters as a connected line.

We observe that, independent of video bitrate, the values
found on the Pareto frontier can be obtained for the smallest
considered buffer threshold. Increasing the buffer size de-
creases the energy consumption at the cost of a higher wasted
traffic. Choosing a small lower buffer threshold ✓ decreases the
minimum amount of wasted traffic if the user stops watching
a video. Selecting a higher buffer size ⇥ increases the wasted
traffic, as more video can be downloaded and thus wasted if
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a user stops watching the video. Increasing the buffer size
⇥ decreases the energy consumption, because a longer buffer
size allows for the video to be downloaded in fewer bursts and
each of them is followed by the TIdle timeout where the UE
is still in the most energy intensive RRC Connected state.

For the Streaming mechanism, we recommend to always
use the smallest possible stop threshold generating no stalling.
The choice of the buffer size depends on the selected trade-
off between energy consumption and wasted bandwidth, with
smaller threshold sizes requiring more energy and higher
threshold sizes causing a higher wasted traffic. Video providers
should evaluate the power and wasted traffic metrics per video,
considering video size and variable video bitrate information
whose impact will be studied in future work.

V. CONCLUSION

We compared the difference in energy consumption and
wasted traffic for different video transfer mechanisms. Due
assumptions of constant video bitrate and available bandwidth,
we give exact results for consumed energy and the wasted
traffic if a user aborts the video according to different models.

First, we show that the user model has no significant impact
on wasted data. Furthermore, we observe that among all
considered mechanisms, the Streaming mechanism offers the
best trade-off between energy consumption and wasted data.
Finally, we show that the Streaming mechanism is optimal if
the smallest lower buffer threshold ✓ causing no stalling is
selected. The Streaming mechanism can be tailored to specific
needs by manipulating the download buffer size ⇥, allowing
for a trade-off between energy consumption and wasted traffic.

Video providers can decrease resource consumption in their
data centers and increase customer satisfaction by securing a
low power consumption due to video traffic and a high video
QoE by selecting appropriate video transmission mechanisms
and parameters. We are currently extending our simulation
framework to support bandwidths modeled using fitted random
variables, variable video bitrates based on a representative
set of YouTube videos and video QoE as an additional op-
timization metric. Video providers will be able to use this tool
to select appropriate parameters in real-time, depending on
video and network properties, optimizing energy consumption,
wasted traffic and video QoE.
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