(©2006 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future
media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redis-
tribution to servers or lists, or reuse of any copyrighted component of this work in other works. The definitive version of this paper has been

published in EuroNGI Workshop on , 2006, 10.1007\/11750673_17.

Time-Discrete Analysis of the Crawling Strategy in an
Optimized Mobile P2P Architecture

Tobias HoRfeld, Andreas Mader, Kurt Tutschkd,
Frank-Uwe Andersen

1University of Wlirzburg, Institute of Computer Science,
Department of Distributed Systems.
Am Hubland, 97074 Wirzburg, Germany.
{hossf el d, maeder, t ut schku} @ nf or mat i k. uni - wuer zbur g. de

2SIEMENS AG Communications.
Siemensdamm 62, 13623 Berlin, Germany.
frank- uwe. ander sen@i enens. com

Abstract. Mobile networks differ from their wireline counterparts mainly by the
high costs for air transmissions and by the mobility of the users. A new entity,
denoted as therawling peeris suggested in order to optimize the resource me-
diation mechanism for a mobile P2P file sharing application. In [1], we have
investigated the performance of a crawling peer by means of simulatims.

we show a time-discrete analysis of the crawling peer’s performanceler o
investigate different scenarios and to enable parameter-sensitivitgsfodfur-

ther improvements of the crawling peer’s strategy.
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1 Introduction

Currently, UMTS network operators are looking for applicas whicha) exploit, qual-
itatively and quantitatively, the potential of the UMTS h@ology andb) motivate the
user to adopt the new technology. In that wapbile P2P file-sharings an interesting
candidate for such an application.

Mobile networks differ from wireline networks mainly by thienited capacity of
radio channels and by the mobility of the users. The highsco§tair transmission
ask for a minimization of any signalling. The user mobiligsults in rapidly varying
on-line states of users and leads to the discontinued ngjayid buffering of signalling
information. This can be accomplished for example by exgtitvhich on behalf of others
store content, i.ecachesor entities which locate information, i.etawlers

P2P is a highly distributed application architecture whegeal entities, denoted
as peers voluntarily share resources, e.g. files or CPU cycles, viect exchange.
The advantages of P2P services are the autonomous, loptivadand resilient oper-
ation of these services. In order to share resources, thie paee to coordinate among
each other which causes significant amount of signallirfdig, 3]. P2P applications
support two fundamental coordination functiom3:resource mediatiomechanisms,



i.e. functions to search and locate resources or entitiesharesource access control
mechanisms, i.e. functions to permit, schedule, and teanskources. In particular,
mediation functions are responsible for the high amountigrialing traffic of P2P
services. Theverall performancef P2P applications is determined by the individual
performance of the basic P2P control functions.

A P2P file swapping user is mainly interested in a short exgbame for files.
Therefore the mediation time, i.e. the time to locate a fite] the time to exchange
the file has to be minimized. Furthermore, the P2P user doewauat to pay for a
large amount of mediation traffic on the air interface. Theéured mediation traffic,
the discontinued signalling, and the short mediation timesded for mobile P2P file
sharing networks ask for new architecture solutions fos¢hénds of services.

An efficient solution might state the use of new entities artigular of the so-called
crawling peer Our architecture concept is presented in [4] and addilipcamprises
a cache peer and a modified index server. The crawling pegrig@Rced in the wired
part of the mobile network and locates files on behalf of neopiers. The crawling
peer can locate files even when a mobile peer is not online. Aesalt, the search
traffic is shifted to the wireline part of the network and thdio links are relieved from
signalling traffic.

Research on the mediation performance in P2P systems iarwetdtal. The crawl-
ing peer might be an alternative to highly distributed catssuch a®istributed Hash
Tables as used in Chord [5], dfooding conceptsas used in Gnutella.

In [1], we have investigated the performance of a crawlingrfg® means of sim-
ulations. Now, we present an analytical performance etialu®ased on time-discrete
analysis in order to investigate different scenarios aneni@ble parameter-sensitivity
studies for further improvements of the strategy of the tiraypeer.

This paper is organized as follows. Section 2 describes tit@lenP2P architecture.
In Section 3 we discuss at which index servers mobile spemifitents may be located.
The considered network and the crawling peer are modeleddtid® 4. The analytical
approach is explained in Section 5. Some numerical restdtgigen in Section 6 and
Section 7 concludes this work.

2 Mobile P2P Architecture

The suggested mobile P2P architecture for third generatiainile networks first intro-
duced in [4] is depicted in Figure 1. The suggested concdysed on the architecture
of the popular eDonkey P2P file sharing application and whareeed by three specific
entities: thecache peerthemobile P2P index serveand thecrawling peer

Thecache peeis a modified eDonkey peer located in the wireline part of tiodihe
P2P architecture that can be triggered to download oftemersiqd files and then offers
these files to the community. It is located in the wireline apdrator controlled part of
the mobile network. The cache peer is assumed to have a pagddnternet connection
and sufficient large storage capacity. The applicationettthe peer reduces the traffic
caused by popular content on the radio interface [6]. Miobile P2P index servas a
modified eDonkey index server. It tracks the frequently esged content, triggers the
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Fig. 1. Architecture concept for a P2P file-sharing service optimized to mobileanks

cache peer to fetch it, and forces the mobile peers to dowrtluafile from the cache
peer, if available.

The crawling peeris also located in the wireline part of the suggested motiie P

architecture and searches content on behalf of other mpbdes. The crawling peer can
locate files even when a mobile peer is not online. As a rabelsearch traffic is shifted
to the wireline part of the network and the radio links areeradd from signalling traffic.
It has to be noted that a mobile peer should not be allowedrtacbexternal eDonkey
servers. If a mobile peer would contact external index ssreigectly then the mobile
P2P index server can not track the files requested by molélespehat would result in
less effective caching. Hence, the crawling peer is notigdetirectly by mobile peers.
The mobile P2P index server triggers the crawling peer tochefar content if it does
not know the location of a file.

In general, an eDonkey peer, either a wireline peer or a r@lgier, can send search
gueries in docal or aglobalway. Local queries are restricted to the index server only to
which the requesting peer is connected to. Global quereesart by the peer to multiple
index server sequentially until sufficient sources of thguested content are found. If
a peer starts a global query, it causes additional siggattiaffic proportional to the
number of index servers visited. The order of contactingxserver is arbitrary and
does not consider any properties of the servers, e.g. nuafifiées currently indexed.
A more intelligent search strategy leads to significant mmpments. The crawling peer
might gather statistics about the index servers and pigfemntact the servers that
offer the most files first. This gives a better chance to findrasuylts faster. In addition,
a fast locating of files would also lead to reduced signaltraffic for global queries.

When executing an intelligent search strategy, the cravgéss has also to consider
thecredit point systerm the eDonkey network [7], which prevents a peer of issuatg t
many search queries to an index server. The crawling peeddlomery only index
servers for which it has enough credit points.



3 Content Location in a Hybrid P2P File-Sharing Networ k

In a hybrid P2P network, index servers keep information cgrpand respond to re-
guests for that information, while the peers are respoadiblhosting the information,
since the index servers only operate as index database obttients and do not store
the files. In the proposed mobile P2P architecture, the angwdeer locates contents
on behalf of the mobiles and sends search queries to theblaihdex servers in the
network. If an index server has not registered the file forlwhine crawling peer asked,
the crawling peer sends the search query to the next indegrser

The performance evaluation of the crawling strategy rexgine file request success
probability which models whether an index server has reggsta file for which a query
is sent or not. The success probabilftyon an individual index servémay be derived
from the measurements in [1]. There, it is defined as

f= pE) ’ (1)
ZieI :u‘(Fz)
i.e. according to the distribution of the file registrati@ighe index servers. The mea-
sured number of registered files at index senisdenoted by; and the mean number
of registered files at serveby u(F;).

In this case the success probabilityon an individual index server simply depends
on the ratio of registered files at this server to the total inemof available files in the
network. However, in P2P file-sharing networks, like the ekiy network, the creation
of user groupsan be seen at the different index servers. Users which haveaime or
similar interests are also connected to the same server.allbivs short lookup times
when searching for contents which can be classified to tes affinterest. User groups
may be communities which are interested for example in nsavi€&rench language or
in the latest computer games for PSP.

The mobile P2P file sharing application is supported aduttily by the mobile
network operator. As a result a mobile subscriber usinggbatice achieves the best
performance if it connects to the operator’s index servéhniwithe mobile P2P archi-
tecture. But this means that is very likely that the mobil®R®ers will also create a
user group at this index server, thmbile P2P community

We assume that there are mobile specific content types tiketones (midi files or
mp3 files), digital images, small videos, or games, whichshgged and of interest for
the mobile P2P users. This means that the mobile users \ailtlsdor and download
mobile specific content, whereby most of the files will be stgyied at the operator’s
index server. Thus, the success probability to find a molpigeiéic content at another
index server may be assumed to be equal for all other indeserserThis results is
the following file request success probability at an arbitrary index server when the
crawling peer searches on behalf of the mobiles at all indexessZ in the network:

fi
Ds :Zm (2)

According to our measurements in [1] it holgls = 0.7246% and the numbejZ| of
index servers walZ| = 138. If the crawling peer asks every index server, the proba-



bility that the file is available in the network and registbeg any index server, i.e. the
probability to successfully locate a file, is given by

||

1-T[-p. (3)

i=1

which is about 63.35% for the measured valpgand|Z|.

In [1] we have implemented a simulation to evaluate the perémce of the crawl-
ing peer and its strategy. In the mobile network the useremgea a Poisson arrival
process with rate\ of requests for files which cannot be found in the mobile domai
Now, the crawling peer comes into play and starts to quenyirtiex servers in the
file-sharing network. As parameter for the success proibalbil the crawling peer at
an arbitrary index server we usgd as defined in (2) and performed some simulation
runs.
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Fig. 2. Observed interarrival times by simulations

Figure 2 shows the results of the simulation runs. We takeok ¢m the observed
search queries of an arbitrary index server. In Figure 2@)probability density func-
tion (PDF) of the observed file request interarrival time sitgle, arbitrary index server
is plotted. The simulated curve is fitted with the PDF of anamential distribution and
a very good match is obtained. Thus, the file request arrivalgss still follows a Pois-
son process, however with a different rate< A. Due to the same success probability
for all index servers, all index servers behave equal. This @so be noticed when
comparing the mean interarrival tlmgls of all index serverg € Z which show only
slightly differences. This observation, ‘that the file resjupleries sent to individual in-
dex server still follow a Poisson process and that all indexers experience the same
file request rate, was the starting point of the analyticareach.



4 Network and Crawling Peer M odel

We consider a mobile P2P-network as proposed in [4] and esdimted in Section 2.

In the mobile network, the users generate a Poisson artigakps of requests for files
which cannot be found in the mobile domain. Therefore theiests are delegated to
the crawling peer (CP). The request arrival rate is denoiddw The CP then asks for
the file at the known index servers in

I:{lv"'vN} (4)

according to a specific request strategy, the NoBan-sirdtdg The search stops if
either at least one request was successful, since we askatragtitional sources — if
available — can be found by eDonkey’s source exchange mischaar, if no source
has been found.

The banning of clients has been introduced lately by thetareaf the "lugdunum
index server”, which is the software platform of choice fbe tmajority of the index
servers in the public eDonkey network. The index server basdch requesting client
a number of credit points. For each file request, the credieseased by normally 16
points, while in turn in each second one point is added. A ndetailed description of
the banning mechanism can be found on the web [7].

The banning mechanism is modelled as following. An indexeser has for each
requesting peer, i.e. also for the crawling peer, a numbereaafit pointsc;. Initially, the
credits are set to a value afj;, which is around 000 credits according to the references
we found on the web. On each request #the credits are reduced By points, while in
turn in each second one point is added. So, a client is bamoedH server if the request
would cause a negative amount of credit points. Once theliogpeer is banned at an
index server, it stays banned forever. This is a worst caaa@stion since we have no
information about the ban time as it is implemented in theip@@Donkey network.

Our NoBan strategy1] avoids banning and achieves a small response time and a
high probability to locate a file which is close to the maxinaalue (3). For each file
requestr a list £, of all index servers exists which denotes if seryer £, was already
requested for request

(%)

Loly) = 0, if servery not yet requested
W01, if servery already requested

The setS,, of not yet requested index servers for requeist therefore
Sy ={it€Z:L,(i) =0} (6)

If the crawling peer has low credits at an index servef, the search request is
blocked at servei. This probability is denoted as, ;. A file requestz is always for-
warded to the next available, not yet requested index seffés means that the next
server: to be contacted for file requestis : = min{j € S, : ¢; > Ac} which has
sufficient credit pointsg; > Ac.

A requestz is blocked completely if no more servgre S, can be contacted due
to available credits:

Vy € Sy ¢y < Ac. @)



We denote this blocking probability with,. In the case of a blocked request itis# 0.
Otherwise § = (}), each server was contacted, i.e. the search request wasrads
successfully or unsuccessfully.

5 Analytical Approach

In this section, we investigate the NoBan strategy undeasissmption that the file re-
quest success probabilitigson each index server are equal, as motivated in Section 3,

Vi,jEIZfi:_fj =def Ps- (8)

As a consequence, all servers are equal and are therefa® msidomly for a file
requestz. In particular, the next index server is in this case rangoahmiosen from
the setS, of remaining, not yet asked servers. Since the file requestaby follow
a Poisson process with rate the observed arrivals at each individual servestill
follow a Poisson process, demonstrated in Figure 2. We dé¢hetobtained rate at an
individual index server with\}. Because of this notice, we can describe the analysis
model as depicted in Figure 3.

blocking
po,total i
M A crawling
Poisson file request peer

arrivals

Fig. 3. lllustration of the analysis model

The Poisson file requests arrivals are split equally amoagditindex servers:
/\I = )\N(l — ppﬂ'). (9)

If a search request is unsuccessfully answered at sertres request is forwarded to a
not yet requested servgre S. The corresponding rate is

)\i,j = )\I(l - ps) (10)
which holds for alli # j. The observed rate at an index servéllows as
Aj :/\Z+Z)\j,i = Az(N(1 = ps) +ps). (11)
J#i

The probabilityp +0tq; that a search request is totally blocked, i.e. at all index
servers, is

N
DPo,total = Hpb,i~ (12)
i=1



However, the derivation of the probabilitigs andp; ; is more complex due to inter-
action with the search query rate the number of index server¥, and the number
of credit pointse; at index servei. In the following we use a numerical approach to
retrieve the blocking probabilitigs, ; and the observed search query rafeat an in-
dex serveri. The distribution of the numbet; of credit points at each servercan
be calculated by using time-discrete analysis. In orderetgpg; an equation system
is then numerically solved using again iteration. We stathhe description of the
compuation of the steady state distribution of the creditfse; for a given rate\}.

Let X = ¢; be a random variable which desribes the number of creditpoiithe
CP at an arbitrary index serveandT describes a point in time. The time is discretized
in intervals of lengthAT = 1second. ThenP(X = j|T = n) denotes the state proba-
bility that the CP hag credit points at time:AT = n seconds. The state probabilities
form the components of the vector

P(X =0T =n)
P(X =1|T =n)
X, = . (13)
P(X = ¢maz|T =n)
The expressioX,, () returns thej-th element of the vectdx,,, i.e.
Xy (j) = P(X =j|T =n). (14)

In this time-discrete analysis, we use the power methodrtpete numerically the dis-
tribution of the number of credit points. Therefore, thdestgpace has to be finite. This
condition is fulfilled for eDonkey index servers and we cdesia maximum number
cmaz Of Credit points.

The start vectoK is defined as follows and initializes the iterative compotabf
the state probabilitieX,, :

XO(])_{l i=c (15)

The probabilityP,, (j, k) denotes the conditional probability that the amount of icred
points isj at timen AT under the condition that the CP issuk¢ = k search queries
within the last time intervalAT":

P, (j,k) = P(X = j|K, = k). (16)

The random variablé(,, denotes the number of search queries fiflem- 1) seconds
until n seconds. Since the arrivals of search queries at an indesrdellow a Poisson
process with rate\; (search requests per time udif’), the number of search queries
is Poisson distributed:

AAT)* o

P(Kn:k):Te 8 ]{;:071,2,.... (17)



The power method requires again a finite number of statesdardo describe the
conditional probabilities?,, (7, k). Thus, thea-quantile of the distribution of<,, is
used to assume the maximal numbey, .. of search queries:

The conditional probability?,,.; can now be computed iteratively. First, we con-
sider the case thak,, = 0 search queries were issued by the CP to the index server
during the last second. After each second, the amount oftgoedts is increased
by one. Since no search query was issued, at least one creditip availabe, i.e.,
P,+1(0,0) = 0. In order to truncate again the state sp&tg,; (¢maq,0) SUMs up the
remaining probabilites.

0 J =0,
IP)n-',-l (.77 0) = Xn (J - 1) 70 < ] < Cmaxy (19)
Xn (Cmax - 1) + Xn (Cmam) 7j = Cmax-

Next, we considels,, = k search queries fok = 1,2,--- , k4. A Single search
request costslc credit points. The probabilit,, 1 (j, k) that the transition to a num-
ber of credit pointsj that is larger tharkAc is X,, (j + kAc — 1). The transition to
J > Chew = Cmaz — kAc + 1 is not possible ag Ac credit points are consumed.
To achieve less thahAc credit points either not enough credit points were avadlabl
or the required credit points were assumed for ktgueries. We obtain the following

equation:

Xo(—-1D)+X,(J+kAc—1) ,0<j<kAe,
IP) ( . ]{,’) Xn (] + kAC - 1) ,kAC S .] < C{m,(m:a (20)
n j7 = .
1 Xn (Cmaw - 1) + X'n (cmaw) ] = C;naxz
0 7j > C'/"LU“'L"

In order to compute the state probabilify, . (), Bayes theorem is applied using (17),
(19), and (20):

Emags
X'n+1 (.]) = Z IPTL+1 (.77 k) <P (Kn = k) . (21)
k=0
The computation oK, .1 is now iterated until the steady stafeis reached, i.e.
Xn = Xn+l =X (22)

In practice, the condition whether the steady state is eghohnot is realized by check-
ing the absolute difference of the mean number of credittpdior two consecutive
iteration steps. If the difference is smaller than a giveegholde, the terminating con-
dition is fulfilled and the iteration is stopped:

E[Xnt1] — E[X,)| < e. (23)
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This numerical method is a very robust and efficient approBiure 4 shows the
cumulative distribution function of the credit points ftvetdifferent iteration steps,,.



The arrow indicates the number of iterations which were etegt Only a few iterations
are required until the terminating condition (23) is fu#fl.

Figure 5 shows the computed blocking probabilities fored#ht search request
arrival rates\. In this case, we only consider a single server, Ne= 1, which is
contacted for each file query. It can be seen that for file retyates smaller than 350
requests/hour the blocking probabilipy is vanishing. But the blocking probability
significantly increases for larger rates resulting in irgotable blocking probabilities,
e.g. forA = 300 requests/hour the blocking probability is alreagy= 0.23. However,
in real eDonkey networks, there exist several index sertieus a server does not see
all of the requests. In our measurements, we investigited 139 servers.

With the knowledge of the distribution of the number of ctgmiints X = ¢; at an
index server; for a given rate\?, the occuring blocking probability, ; can be com-
puted that a search request is blocked at the server due¢noegh credit points. How-
ever, the rate\; depends on the blocking probabilitips; of the other index servers
j # 1. Since we already know from Section 3 that we may conside¥atidex servers
to be equal with respect to blocking probabilitjgs; and observed search query rates
A7, it holds the following equation system for the steady state

Ac—1 Ac—1
mi= Y, X(j)= > P(X=j),
j=0 j=0
A N-1
Ai:N+;A-P(B:1\Y:y).13(y:y). (24)

Hereby,Y is a random variable which describes the number of alreadyacted
index serversB is a random variable that the considered index seriechosen. This
means thaB3 follows a Bernoulli distribution.

The conditional probability?(B = 1|Y = y) denotes the probability that the
index servel is contacted aftey other index servers were contacté(Y = y) is the
probability that ally servers have not successfully answered a search queryt thélse
servers were blocked. This means

N
P(Y =y) = (y)((1—pb¢)-(1—ps)+pb,i)y- (25)
According to the NoBan strategy a server is not contactedetior the same search

query. Thus, if already servers were contacted, the probability that index serer
chosen follows as

P(B:1|Y:y):N7y. (26)
Inserting (25) and (26) in (24) leads to
Ac—1 Ac—1
pi= Y, X = > PX=j),
=0 =0
N-1
v=nt X () r gm0t @)



The equation system (27) can now be solved numerically bgtitey again until the
steady state is reached, i.e., until the blocking proligiilj ; and the observerd search
query rate\! at server; only changes slightly by a threshatdn succeeding iteration
steps. The success probabilitythat an index server has registered the searched file is
given as input parameter. The iteration is initialized with = 1.

6 Numerical Results

In this section, we present some numerical results for iffeparameters. We vary
over a large range of realizations for the parameters. Fhitide possible by the time-
discrete analysis and can be very efficiently numericalmpoted outperforming more
time-consuming simulations.

First we take a look on the observed interarrival time of clea@ueries which are
forwarded to an individual index serveby the crawling peer. The total search queries
in the system being issued to the crawling peer is describithe file request arrival
rate \. Figure 6 shows on the x-axis the file request arrival vagnd on the y-axis
the observed mean interarrival tim§_s at an arbitrary index serveér The higher the
load in the system, i.e. the higher the file request rate, itjleen is also the load for
individual index servers, which is expressed by smallermmgery interarrival times
A—L. From the convex shape of the curve, it can be seen that théirmgepeer is a very
efficient solution to realize resource mediation in P2P dharing networks and that
the CP distributes the load in the network among the diffeiratex servers. Thus, it
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is possible to accomplish flash crowd arrivals of search estguwithout loosing the
quality of the service.

It can be expected that a higher ratelso leads to higher blocking probabilities
pp,; Which is investigated next. Again, we vary over the total fédguest rate\ in the
network which is given on the x-axis in Figure 7. The resigitiocking probabilityp;, ;
that the crawling peer cannot forward a search request todividual index server is
plotted versus\. It can be seen that the crawling peer supports up to a meaherwh
440 search requests per hour while achieving a blockinggtmitity p, ; close to zero.

If the total load in the system is permanently higher oveetigg. about 500 requests
per hour, the crawling peer has to block some search reqteetsts index server due
to not enough credit points and to avoid therefore to be bdiatservei. Nevertheless,
the total blocking probabilityy ¢4, is still for this rate close to zero, cf. Eq. (12).

The mobile network operator which supports the P2P fileispgagervice can di-
mension the network in such a way that the experienced guallithe file-sharing
service satisfies the user and the blocking probabilitg fadllow a given threshold. If
the service provider operatéscrawling peers in the mobile domain, the load can be
distributed among the CPs. This means that each of th€Ps only see% of the total
load ), i.e. each CP has then only to accomplish a file request,%rdtknw, the operator
can choosé such thatp, ; is vanishing. According to Figure 7 this means to find the
minimal k& such that% < 440 requests per hour.

Another parameter that is of interest is the maximal numahgr. of credit points
which a peer can gather at an index servgf,,. influences how strong a peer is re-
warded if it does not contact the index server for longerquisriof time. The maximal
number of credit points help to accomplish bursts in thevakrf search requests. If
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the file request arrival process shows a higher variance adesrmumber of maximal
credit points will lead to higher blocking probabilities.

Figure 8 shows the blocking probabilipy ; in dependence of the maximal num-
berc,,.. of available credit points. The blue curve indicates the etical solution of
the time-discrete analysis which explains the small zigratpe solution curve due to
numerical inaccuracies. We only have fitted the numericlaitism polynomial for vi-
sualization purposes to obtain a smoother curve withoaagjgFrom Figure 8, it can
be seen that the blocking probabilitigs; at individual index server stay constant if the
maximal possible number of credit points exceeds a valubaiieb00 credit points. In
that case, this results in a much more user-friendly (in $evfrblocking probabilities),
but still effective prevention of hammering the index serve

7 Conclusion and Outlook

Mobile networks differ from their wireline counterparts imig by the high costs for
air transmissions and by the mobility of the users. The dreyyeer is suggested in
order to optimize the resource mediation mechanism for alm@2P file-sharing ap-
plication. The objective of this work was to investigate tliawling peer component,
which optimizes the resource mediation mechanism in a mdt2lP architecture. We
presented a time-discrete analysis for describing intereebetween performance fac-
tors, like the observed arrival rate and the blocking prditgbThe computation of the
performance factors was done using the power method andriaaiigeration tech-
niques. This approach enables parameter sensitivityestuadid might lead to optimal
value for tradeoff parameters. It helps to dimension theilad®2P network in such a



way that the experienced quality of the file-sharing sengcg. in terms of successfully
answered search requests, satisfies the user and that ¢tkinglprobability is below a
given threshold.

In particular, we investigated the observed search quatias arbitrary server and
the resulting blocking probabilities for different arrivates of search queries. As a re-
sult of the analysis, we found out that the crawling peer iey efficient solution to
realize resource mediation in P2P file-sharing networksthatithe CP distributes the
load in the network among the different index servers. Tiius, possible to accom-
plish flash crowd arrivals of search requests without lopsire quality of the service.
Furthermore, the analysis makes the dimensioning of thellenBf2P file-sharing ar-
chitecture possible. The mobile network operator whichpsuis the P2P file-sharing
service can dimension the network in such a way that the expmyd quality of the
file-sharing service satisfies the user and the blockingahitity falls below a given
threshold. Next we investigated the influence of the maximahber of credit points
on the blocking probabilities. The time-discrete analgisws that the blocking prob-
abilities at an individual index server stay constant if thaximal possible number of
credit points exceeds a certain value. In that case, a muck user-friendly (in terms
of blocking probabilities), but still effective preventi@f hammering the index servers
is realized.
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