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Abstract

Mobile networks differ from their wireline counterparts mig by the high costs for air
transmissions and by the mobility of the users. A new endigéyoted as therawling peer
is suggested in order to optimize the resource mediatiorhameésm for a mobile P2P file
sharing application. In [1], we have investigated the pennce of a crawling peer by
means of simulations. Now, we show a time-discrete anatyfdise crawling peer’s perfor-
mance in order to investigate different scenarios and tbler@arameter-sensitivity studies
for further improvements of the crawling peer’s strategy.

Keywords: crawling peer, mobile P2P architecture, file-sharing, @iregitheory

1 Introduction

Currently, UMTS network operators are looking for applications wilaigbxploit, qualitatively
and quantitatively, the potential of the UMTS technology ahdhotivate the user to adopt the
new technology. In that waynobile P2P file-sharings an interesting candidate for such an
application.

Mobile networks differ from wireline networks mainly by the limited capacity aficechan-
nels and by the mobility of the users. The high costs of air transmission aaknfiarimization
of any signalling. The user mobility results in rapidly varying on-line statesefsiand leads to
the discontinued relaying and buffering of signalling information. This aadzomplished for
example by entities which on behalf of others store contentcaehesor entities which locate
information, i.e.crawlers

P2P is a highly distributed application architecture where equal entitiesfetEaspeers
voluntarily share resources, e.g. files or CPU cycles, via direct egehd he advantages of P2P
services are the autonomous, load-adaptive, and resilient operatlmesefservices. In order to
share resources, the peers have to coordinate among each othecatsgek significant amount
of signalling traffic [2, 3]. P2P applications support two fundamentatdioation functionsa)
resource mediatiomechanisms, i.e. functions to search and locate resources or entitidy, and
resource access contratechanisms, i.e. functions to permit, schedule, and transfer resources.
In particular, mediation functions are responsible for the high amount ofBiigg traffic of
P2P services. Theverall performanceof P2P applications is determined by the individual
performance of the basic P2P control functions.



A P2P file swapping user is mainly interested in a short exchange time for Tilerefore
the mediation time, i.e. the time to locate a file, and the time to exchange the file has to be
minimized. Furthermore, the P2P user does not want to pay for a large awfomediation
traffic on the air interface. The reduced mediation traffic, the discontisigedhlling, and the
short mediation times needed for mobile P2P file sharing networks ask foarahitecture
solutions for these kinds of services.

An efficient solution might state the use of new entities, in particular of theBedcrawling
peer Our architecture concept is presented in [4] and additionally comprisashe peer and a
modified index server. The crawling peer (CP) is placed in the wired p#reonobile network
and locates files on behalf of mobile peers. The crawling peer can locateeWém when a
mobile peer is not online. As a result, the search traffic is shifted to the wirpneof the
network and the radio links are relieved from signalling traffic.

Research on the mediation performance in P2P systems is fundamental.aiiagpeer
might be an alternative to highly distributed concepts sudbiasibuted Hash Tablesas used
in Chord [5], orflooding conceptsas used in Gnutella.

In [1], we have investigated the performance of a crawling peer by mefasisnulations.
Now, we present an analytical performance evaluation based on timetdismalysis in order
to investigate different scenarios and to enable parameter-sensitivitgstadfurther improve-
ments of the strategy of the crawling peer.

This paper is organized as follows. Section 2 describes the mobile P2Reanate. In
Section 3 we discuss at which index servers mobile specific contents magdiedo The
considered network and the crawling peer are modeled in Section 4. &hgiea approach is
explained in Section 5. Some numerical results are given in Section 6 atidrSéconcludes
this work.

2 Mobile P2P Architecture

The suggested mobile P2P architecture for third generation mobile netwamtkisiioduced in
[4] is depicted in Figure 1. The suggested concept is based on the atgfetef the popular
eDonkey P2P file sharing application and was enhanced by three spatifies: thecache
peer, themobile P2P index serveand thecrawling peer

The cache peeiis a modified eDonkey peer located in the wireline part of the mobile P2P
architecture that can be triggered to download often requested filesemdftbrs these files to
the community. It is located in the wireline and operator controlled part of thelenadtwork.

The cache peer is assumed to have a high-speed Internet connectisuffasient large storage
capacity. The application of the cache peer reduces the traffic caygmaphblar content on the
radio interface [6]. Thenobile P2P index serves a modified eDonkey index server. It tracks
the frequently requested content, triggers the cache peer to fetch ipmed the mobile peers
to download the file from the cache peer, if available.

Thecrawling peeris also located in the wireline part of the suggested mobile P2P architecture
and searches content on behalf of other mobile peers. The crawlinggeéocate files even
when a mobile peer is not online. As a result, the search traffic is shifted toitbkne part
of the network and the radio links are relieved from signalling traffic. # teabe noted that a
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Figure 1: Architecture concept for a P2P file-sharing service optimizetbtule networks

mobile peer should not be allowed to contact external eDonkey setfarmobile peer would

contact external index servers directly then the mobile P2P index sexmarat track the files
requested by mobile peers, that would result in less effective cachiengcesithe crawling peer
is not queried directly by mobile peers. The mobile P2P index server trigigegawling peer

to search for content if it does not know the location of a file.

In general, an eDonkey peer, either a wireline peer or a mobile peesgcahsearch queries
in alocal or aglobal way. Local queries are restricted to the index server only to which the
requesting peer is connected to. Global queries are sent by the peetftifwarindex server
sequentially until sufficient sources of the requested content arelfdtia peer starts a global
guery, it causes additional signalling traffic proportional to the numbard®x servers visited.
The order of contacting index server is arbitrary and does not canaideproperties of the
servers, e.g. number of files currently indexed. A more intelligent sestrategy leads to
significant improvements. The crawling peer might gather statistics aboutdée $ervers and
preferably contact the servers that offer the most files first. Thisgiveetter chance to find any
results faster. In addition, a fast locating of files would also lead to retisigaalling traffic for
global queries.

When executing an intelligent search strategy, the crawling peer has alsadider theredit
point systemn the eDonkey network [7], which prevents a peer of issuing too mamnclsea
gueries to an index server. The crawling peer should query only ireferrs for which it has
enough credit points.



3 Content Location in a Hybrid P2P File-Sharing Network

In a hybrid P2P network, index servers keep information on peersesmbnd to requests for
that information, while the peers are responsible for hosting the informatinoe the index
servers only operate as index database of the contents and do nahstfiles. In the proposed
mobile P2P architecture, the crawling peer locates contents on behalf of tikesnand sends
search queries to the available index servers in the network. If an irdesrdias not registered
the file for which the crawling peer asked, the crawling peer sends thehsgaery to the next
index server.

The performance evaluation of the crawling strategy requires the fileseguccess proba-
bility which models whether an index server has registered a file for whickegydgs sent or not.
The success probabilitfy on an individual index servémay be derived from the measurements
in [1]. There, it is defined as 3

p(F3)
> icr 1(Fi) 7
i.e. according to the distribution of the file registrations at the index servene. measured
number of registered files at index servés denoted byf; and the mean number of registered
files at serves by ju(F}).

In this case the success probabilftyon an individual index server simply depends on the ratio
of registered files at this server to the total number of available files in theorletwlowever,
in P2P file-sharing networks, like the eDonkey network, the creatiasef groupsan be seen
at the different index servers. Users which have the same or similarstdene also connected
to the same server. This allows short lookup times when searching fomtentaich can be
classified to this area of interest. User groups may be communities which amestatkfor
example in movies in French language or in the latest computer games for PSP.

The mobile P2P file sharing application is supported additionally by the mobile rietpe
erator. As a result a mobile subscriber using that service achieves sh@dréormance if it
connects to the operator’s index server within the mobile P2P architectuteéhiB means that
is very likely that the mobile P2P users will also create a user group at thig getdger, the
mobile P2P community

We assume that there are mobile specific content types like ring tones (midrfites3 files),
digital images, small videos, or games, which are shared and of interés¢ fmobile P2P users.
This means that the mobile users will search for and download mobile spexitient, whereby
most of the files will be registered at the operator’s index server. Tthassuccess probability
to find a mobile specific content at another index server may be assumeddadidor all other
index servers. This results is the following file request success pititypgly, at an arbitrary
index server when the crawling peer searches on behalf of the mobad#isratex serverg in

the network: ;
Ds = Z m (2)
1€L

fi= 1)

According to our measurements in [1] it holds = 0.7246% and the numbe(Z| of index
servers wagZ| = 138. If the crawling peer asks every index server, the probability that the file
is available in the network and registered at any index server, i.e. thalglitypto successfully



locate a file, is given by
IZ|
1=J[(t=ps), 3)
=1
which is about 63.35% for the measured valpgand|Z|.

In [1] we have implemented a simulation to evaluate the performance of the ayapdier
and its strategy. In the mobile network the users generate a Poissot aimoisass with rate\
of requests for files which cannot be found in the mobile domain. Now, thelicrg peer comes
into play and starts to query the index servers in the file-sharing netwaripafameter for the
success probability of the crawling peer at an arbitrary index serveiseg; as defined in (2)
and performed some simulation runs.
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Figure 2: Observed interarrival times by simulations

Figure 2 shows the results of the simulation runs. We take a look on the ebseearch
queries of an arbitrary index server. In Figure 2(a) the probabilitysidiefunction (PDF) of
the observed file request interarrival time at a single, arbitrary indeseisés plotted. The
simulated curve is fitted with the PDF of an exponential distribution and a vesg gatch is
obtained. Thus, the file request arrival process still follows a Poipsaress, however with a
different rate’ < A. Due to the same success probability for all index servers, all indegrserv
behave equal This can also be noticed when comparing the mean maéramnws— of all
index serverg € Z which show only slightly differences. This observation, that the file reque
gueries sent to individual index server still follow a Poisson proceddfzat all index servers
experience the same file request rate, was the starting point of the anapfpcaach.

4 Network and Crawling Peer Model

We consider a mobile P2P-network as proposed in [4] and as introducgeciion 2. In the
mobile network, the users generate a Poisson arrival process @stedar files which cannot
be found in the mobile domain. Therefore the requests are delegated tawimgrpeer (CP).



The request arrival rate is denoted with The CP then asks for the file at the known index
servers in

according to a specific request strategy, the NoBan-strategy [1].s@&eh stops if either at
least one request was successful, since we assume that additiacaksseif available — can be
found by eDonkey’s source exchange mechanism, or, if no souscledsn found.

The banning of clients has been introduced lately by the creators of thduiuwgn index
server”, which is the software platform of choice for the majority of the xngervers in the
public eDonkey network. The index server has for each requestingt ei@eumber of credit
points. For each file request, the credit is decreased by normally 16 pehits in turn in each
second one point is added. A more detailed description of the banning m&chean be found
on the web [7].

The banning mechanism is modelled as following. An index serbais for each requesting
peer, i.e. also for the crawling peer, a number of credit paintlitially, the credits are setto a
value ofc¢jnit, which is around 000 credits according to the references we found on the web. On
each request at the credits are reduced llyc points, while in turn in each second one point
is added. So, a client is banned from a server if the request woul@ eansgative amount of
credit points. Once the crawling peer is banned at an index servelystisamned forever. This
is a worst case assumption since we have no information about the ban tingiagpiemented
in the public eDonkey network.

Our NoBan strategyl] avoids banning and achieves a small response time and a high proba-
bility to locate a file which is close to the maximal value (3). For each file requasist £, of
all index servers exists which denotes if seryer £, was already requested for request

0, if servery not yet requested

1, if servery already requested

The setS,. of not yet requested index servers for requeist therefore
S, ={i€Z:L,(i) =0} (6)

If the crawling peer has low credits at an index servei, the search request is blocked at
serveri. This probability is denoted gs, ;. A file requestr is always forwarded to the next
available, not yet requested index server. This means that the negt s&w be contacted for
file requestr is i = min{j € S, : ¢; > Ac} which has sufficient credit points; > Ac.

A requestz is blocked completely if no more servgre S, can be contacted due to available
credits:

Yy € Sy ey < Ac. @)

We denote this blocking probability with,. In the case of a blocked request itSs# 0.
Otherwise § = ), each server was contacted, i.e. the search request was ansueressfully
or unsuccessfully.



5 Analytical Approach

In this section, we investigate the NoBan strategy under the assumption thde trequest
success probabilitie on each index server are equal, as motivated in Section 3,

Vi,j €I : fi = fj =def Ps- (8)

As a consequence, all servers are equal and are thereforeraskiednly for a file request.
In particular, the next index server is in this case randomly chosen fresetly,. of remaining,
not yet asked servers. Since the file request arrivals follow a Romsmess with rate,, the
observed arrivals at each individual servestill follow a Poisson process, demonstrated in
Figure 2. We denote the obtained rate at an individual index serverAitiBecause of this
notice, we can describe the analysis model as depicted in Figure 3.

blocking
A po,total )
M A . , | crawling AA,
Poisson file request peer :
arrivals

Figure 3: lllustration of the analysis model

The Poisson file requests arrivals are split equally amongdvtiredex servers:
AI = /\N(l — ppﬂ‘). (9)

If a search request is unsuccessfully answered at sértlee request is forwarded to a not yet
requested servgre S. The corresponding rate is

Aiyj = Az(1 —ps) (10)
which holds for alli # j. The observed rate at an index servésllows as
AP =Az+ ) Nji = A(N(1 = ps) + ps). (11)
JFi

The probabilitypy, ;.¢; that a search request is totally blocked, i.e. at all index servers, is

N
Do total = | [ Pos- (12)
i1

However, the derivation of the probabilitipg andp;, ; is more complex due to interaction with
the search query rate the number of index serverg, and the number of credit poingsat in-

dex servet. In the following we use a numerical approach to retrieve the blockingaitties

pp; and the observed search query rafeat an index server. The distribution of the number

¢; of credit points at each servécan be calculated by using time-discrete analysis. In order to



getpy; an equation system is then numerically solved using again iteration. We statheith
description of the compuation of the steady state distribution of the credit pgifisa given
rate\;.

Let X = ¢; be a random variable which desribes the number of credit points of the &P a
arbitrary index server andT' describes a point in time. The time is discretized in intervals of
lengthAT = 1second. ThenP(X = j|T = n) denotes the state probability that the CP has
j credit points at timevAT = n seconds. The state probabilities form the components of the

vector
P(X =0|T =n)
P(X =1T =n)
X, = , . (13)

P(X = ¢maz|T =n)

The expressioiX,, (j) returns thej-th element of the vectaX,, i.e.
Xn (j) = P(X = j|T = n). (14)

In this time-discrete analysis, we use the power method to compute numericaligtititeution
of the number of credit points. Therefore, the state space has to be fifite.cdndition is
fulfilled for eDonkey index servers and we consider a maximum numgr of credit points.

The start vectoK is defined as follows and initializes the iterative computation of the state
probabilitiesX,:

. O 70§j<cma$7
Xo (4) —{ (15)

1 ,j = cmaz-

The probabilityP,, (j, k) denotes the conditional probability that the amount of credit points is
at timenAT under the condition that the CP issuk¢g = k search queries within the last time
interval AT

P, (j,k) = P(X =j|K, =k). (16)
The random variablds,, denotes the number of search queries from— 1) seconds until

n seconds. Since the arrivals of search queries at an index seltegr #oPoisson process with
rate )\ (search requests per time ulNf"), the number of search queries is Poisson distributed:

()\Z‘kAT)ke—A;At
k! '
The power method requires again a finite number of states in order to detwilconditional

probabilitiesP, (4, k). Thus, thea-quantile of the distribution of,, is used to assume the
maximal numbek,,... of search queries:

P(K,=Fk) = k=0,1,2,.... (17)

P(Kn < kmaa:) = Q. (18)

The conditional probability?,, . ; can now be computed iteratively. First, we consider the case
that K,, = 0 search queries were issued by the CP to the index server during thedastds
After each second, the amount of credit points is increased by onee Binsearch query was



issued, at least one credit point is availabe, Pg.,; (0,0) = 0. In order to truncate again the
state space®,, 11 (¢maaz, 0) SUMS up the remaining probabilites.

0 7j = 07
PnJrl (]a 0) =41 X, (] - 1) 70 < ] < Cmaz (19)
Xn (Cmax - 1) + Xn (Cmam) 7j = Cmax-

Next, we considek,, = k search queries fdr = 1,2, - - - , kqs- A Single search request costs
Ac credit points. The probabilit,,1 (7, k) that the transition to a number of credit points
that is larger thatAc is X,, (j + kAc — 1). The transition tgy > ¢/, = Cmaz — kAc+ 11is
not possible agAc credit points are consumed. To achieve less than credit points either
not enough credit points were available or the required credit points a&sumed for thé
gueries. We obtain the following equation:

Xp(G—1)+X,(+kAc—1) ,0<j<kAc,

Byt (k) = X (7 +kAc—1) JkACe < j < pes (20)
" ’ X, (Cma;r - 1) +X, (Cma:v) ] = C;naxﬂ
0 aj > C{max'

In order to compute the state probabiliy,.; (), Bayes theorem is applied using (17), (19),
and (20):
kmaz

Xn1 () = > Pny1(j k) - P(Kn =k). (21)
k=0
The computation oK, 1 is now iterated until the steady stafeis reached, i.e.
X, = X1 = X. (22)

In practice, the condition whether the steady state is reached or not iteblizhecking the
absolute difference of the mean number of credit points for two consedtgration steps. If
the difference is smaller than a given thresh@lthe terminating condition is fulfilled and the
iteration is stopped:

[EXna] —E[X]| <e (23)
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This numerical method is a very robust and efficient approach. Figsinews the cumulative
distribution function of the credit points for the different iteration st&ps The arrow indicates
the number of iterations which were executed. Only a few iterations aréredquntil the
terminating condition (23) is fulfilled.

Figure 5 shows the computed blocking probabilities for different seaahest arrival rates.
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In this case, we only consider a single server, Ne= 1, which is contacted for each file query.
It can be seen that for file request rates smaller than 350 requestiibdalocking probability
py IS vanishing. But the blocking probability significantly increases for larges resulting in
inacceptable blocking probabilities, e.g. for= 300 requests/hour the blocking probability is
alreadyp, = 0.23. However, in real eDonkey networks, there exist several indesxesgrthus a
server does not see all of the requests. In our measurements, wigizeesV = 139 servers.

With the knowledge of the distribution of the number of credit poilits= ¢; at an index
server; for a given rate\;, the occuring blocking probability, ; can be computed that a search
request is blocked at the server due to not enough credit points. igovike rate\; depends
on the blocking probabilitieg, ; of the other index servers # i. Since we already know
from Section 3 that we may consider &ll index servers to be equal with respect to blocking
probabilitiesp;, ; and observed search query rat¢sit holds the following equation system for
the steady state:

Ac—1 Ac—1
mi = Y, X)) =Y P(X=j),
§=0 §=0
y Nl
A= N+;A'P(B:1|Y:y)-P(Y:y). (24)

Hereby, Y is a random variable which describes the number of already contactexi inde
servers.B is a random variable that the considered index serigchosen. This means thBt
follows a Bernoulli distribution.

The conditional probability?(B = 1]Y = y) denotes the probability that the index server
is contacted aftey other index servers were contactdd(Y = y) is the probability that aly
servers have not successfully answered a search query or thatsieers were blocked. This

means
PWZMZ(Z)@—mJU—m+mN- (25)

According to the NoBan strategy a server is not contacted twice for thessaneh query. Thus,
if alreadyy servers were contacted, the probability that index serisechosen follows as

1
Inserting (25) and (26) in (24) leads to
Ac—1 Ac—1
i = > X =) P(X=j),
j=0 j=0
N-1
A NY Y apy e \u
)‘i - N + yz::l < y > A N — y ((1 pb,z) (1 ps) erb,z) : (27)

The equation system (27) can now be solved numerically by iterating agalithersteady state
is reached, i.e., until the blocking probabiliy; and the observerd search query ratet server

11



¢ only changes slightly by a threshaldh succeeding iteration steps. The success probapility
that an index server has registered the searched file is given as anpatgter. The iteration is
initialized withpy, ; = 1.

6 Numerical Results

In this section, we present some numerical results for different paresn¥te vary over a large
range of realizations for the parameters. This is made possible by the timetelianalysis and
can be very efficiently numerically computed outperforming more time-consusitimglations.

First we take a look on the observed interarrival time of search quehadvare forwarded
to an individual index serverby the crawling peer. The total search queries in the system being
issued to the crawling peer is described with the file request arrivakrdgure 6 shows on the
x-axis the file request arrival rateand on the y-axis the observed mean interarrival tigkes
at an arbitrary index serveér The higher the load in the system, i.e. the higher the file réquest
rate, the higher is also the load for individual index servers, which isesged by smaller mean
query interarrival timeg%. From the convex shape of the curve, it can be seen that the crawling
peer is a very efficient solution to realize resource mediation in P2P fikmghaetworks and
that the CP distributes the load in the network among the different indexrservaus, it is
possible to accomplish flash crowd arrivals of search requests withmaihfpthe quality of the
service.

It can be expected that a higher ratalso leads to higher blocking probabilitigg; which is
investigated next. Again, we vary over the total file request xatethe network which is given
on the x-axis in Figure 7. The resulting blocking probabitity; that the crawling peer cannot

mean query interarrival time

10 A A A A A A A
100 150 200 250 300 350 400 450 500

A [search requests per hour]

Figure 6: Observed mean interarrival timésat an arbitrary index server
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Figure 7: Blocking probability for different search arrival rates

forward a search request to an individual index seiveplotted versus. It can be seen that the
crawling peer supports up to a mean number of 440 search requestsupeviile achieving a
blocking probabilityp; ; close to zero. If the total load in the system is permanently higher over
time, e.g. about 500 requests per hour, the crawling peer has to blockssamoh requests to
the index server due to not enough credit points and to avoid therefore to be bannedat se
Nevertheless, the total blocking probability;... is still for this rate close to zero, cf. Eq. (12).

The mobile network operator which supports the P2P file-sharing ser@icdimension the
network in such a way that the experienced quality of the file-sharingceesatisfies the user
and the blocking probability falls below a given threshold. If the serviaiger operateg
crawling peers in the mobile domain, the load can be distributed amorig@s. This means
that each of thé& CPs only see% of the total load\, i.e. each CP has then only to accomplish
a file request rat%. Now, the operator can chooesuch thatp, ; is vanishing. According to
Figure 7 this means to find the minimiakuch that% < 440 requests per hour.

Another parameter that is of interest is the maximal nunahgr. of credit points which a
peer can gather at an index serve... influences how strong a peer is rewarded if it does
not contact the index server for longer periods of time. The maximal nuofoenedit points
help to accomplish bursts in the arrival of search requests. If the fileestarrival process
shows a higher variance, a smaller number of maximal credit points will leadhetblocking
probabilities.

Figure 8 shows the blocking probability ; in dependence of the maximal numbgy,,. of
available credit points. The blue curve indicates the numerical solution dirtteediscrete
analysis which explains the small zigzag of the solution curve due to humerazaluracies.
We only have fitted the numerical solution polynomial for visualization purpédseobtain a
smoother curve without zigzag. From Figure 8, it can be seen that thietdaerobabilitiesp, ;

13



0.14

time-discrete analysis
0.13} numerically solved

polynomial fitting of the
numerical solution

0.12f

0.11f

0.091

blocking probability Py
o
[

0.08f

0.07f

A - A
A \ g N A\ a hd

0.06

200 400 600 800 1000 1200 1400 1600 1800 2000
maximal number Crnax of credit points
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at individual index server stay constant if the maximal possible numbeediftpoints exceeds
a value of about 500 credit points. In that case, this results in a much reerdriendly (in
terms of blocking probabilities), but still effective prevention of hammerirgitidlex server.

7 Conclusion and Outlook

Mobile networks differ from their wireline counterparts mainly by the hightedsr air trans-
missions and by the mobility of the users. The crawling peer is suggesteckintommptimize the
resource mediation mechanism for a mobile P2P file-sharing application. bjéetiee of this
work was to investigate the crawling peer component, which optimizes thercesmediation
mechanism in a mobile P2P architecture. We presented a time-discrete analydesdrib-
ing interactions between performance factors, like the observed laiaiteaand the blocking
probability. The computation of the performance factors was done usirpther method and
numerical iteration techniques. This approach enables parameter sgnsitidies and might
lead to optimal value for tradeoff parameters. It helps to dimension the motHe@@vork in
such a way that the experienced quality of the file-sharing service, etgrnis of successfully
answered search requests, satisfies the user and that the blockiadifity is below a given
threshold.

In particular, we investigated the observed search queries at an rlsiraer and the result-
ing blocking probabilities for different arrival rates of search quer#s a result of the analysis,
we found out that the crawling peer is a very efficient solution to realigeuree mediation in
P2P file-sharing networks and that the CP distributes the load in the netmorigahe different
index servers. Thus, it is possible to accomplish flash crowd arrivaeath requests without
loosing the quality of the service. Furthermore, the analysis makes the dimiegsas the mo-
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bile P2P file-sharing architecture possible. The mobile network operatohwhpports the P2P
file-sharing service can dimension the network in such a way that theierped quality of the
file-sharing service satisfies the user and the blocking probability fallsvieelgiven threshold.
Next we investigated the influence of the maximal number of credit points drldbking prob-
abilities. The time-discrete analysis shows that the blocking probabilities atisidinal index
server stay constant if the maximal possible humber of credit points exeeedrtain value.
In that case, a much more user-friendly (in terms of blocking probabilitieg)still effective
prevention of hammering the index servers is realized.
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