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I. INTRODUCTION

The Internet has evolved. So far, its main achievement
was the interconnection of physical networks by a consis-
tent collection of protocols and technologies. Now, the
Future Internet is more and more considered a network
of applications1, information and contents. Hence, the
new characteristics of the future system can be described
briefly as:
• The Future Internet will be viewed as a network of appli-
cations.
• It will enable ”peer productivity” and becomes an ”archi-
tecture for participation” [1].
• In particular, the Future Internet will be based on interac-
tive, edge-based applications and overlays, such as P2P
content distribution, Skype, MySpace, or YouTube.
• However, it is not yet clear what the next major applica-
tion in the Future Internet is!

Moreover, recent advances in high speed optical and
wireless transmission and virtualization of links and
routers have sparked fundamental discussions about how
to design the architecture of the Future Internet:
• Is a clean-slate approach required to facilitate new net-
work and application architectures for the Future Internet?
• Would an evolutionary process for designing the Future
Internet be more appropriate?
• What kind of network and application features will drive
the design of the Future Internet?

Giving a definite answer to these questions is audacious
and impossible. However, technological challenges in net-
working and network applications can be identified and
their implications should be considered for the future de-
sign.

In addition, peer-to-peer (P2P) based mechanisms have
recently proved their capabilities such as scalability, fault
tolerance, and self-organization, that they address many
of the anticipated challenges of the Future Internet.

Combined with latest advances of directly supporting
virtualization in core network elements, one even may
think about integrating P2P-based mechanisms deeply in
the architecture of the Future Internet, e.g. on transport
layer. However, this might require a rethinking of the lay-
ering structure of today’s networks.

1This contribution assumes that the terms ”application” and ”service”
are the describing the same item in the Future Internet, which is the
application of the network.

The aims of this contribution are a) to investigate the
technological trends and challenges for the Future Inter-
net and b) describe by two examples how these issues
might be facilitated in today’s or near-future networks by
the use of P2P. The paper is organized as follows. In the
first part, the Section II sketches a picture of current net-
working trends. Section III identifies major challenges in
the design of the architecture of Future Internet. In the
second part, Section IV outlines the concept of P2P. Sec-
tion V describes a Mobile P2P participation architecture
for infrastructure-based public mobile networks and dis-
cusses how this architecture addresses the needs of the
Future Internet. Section VI suggests a P2P-based auto-
matic service monitoring overlay. Finally, Section VII sum-
marizes the paper.

Part I: Trends and Challenges by the Emerging Future
Internet

II. TRENDS

Today’s Internet does not show a general overload sit-
uation which would ask for a new network architecture.
Actually, it performs very well in some parts, as examples
such as P2P file-sharing show. However, some deep limits
in its applicability and operation can be observed as well
as new ideas in using the system. In addition, recent ad-
vances in networking technology have been made which
might overcome some of the limitations of today’s Inter-
net. In the following, remarkable developments which call
for new network and application architectures and for new
operation procedures will be summarized.

Services and Applications. The services in classical
communication networks, such as ISDN or GSM, are
rather platform-dependant. Due to the increased applica-
tion of abstraction layers, like the Internet Protocol (IP) or
overlay techniques, services can be consumed now in a
variety of wireless and wireline networks such as ADSL,
WLAN, or UMTS. Hence, the transition from single net-
work services to multi-network services has occurred.

Classical services are provisioned by network opera-
tors. However, the success of P2P file-sharing has blurred
the boundary between content providers and consumers.
In addition, they showed that edge-based communities
can easily design, deploy and offer services. The new
services reveal edge-based intelligence and form overlays
with application-specific naming and routing concepts.

Furthermore, users transfer their social behavior in-
creasingly to networks and networked applications. Social
networking web sites like ”YouTube” [2] or ”MySpace” [3]
with user-generated content became tremendously pop-
ular. They permit the users to structure the use of the
information according to their specific social interests or
relationships.

The ubiquity and availability of networked application in
today’s wired and wireless networks combined with an in-
creasing commercial significance has led to a demand for
highly dependable networks and services. Hence, auto-
matic resilience, fault management, and overload mecha-
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nisms have been introduced on different layers. Examples
include dependable overlay services for supporting verti-
cal handovers in mobile networks [4], or multiple source
download in P2P content distribution networks.

The success of virtual mobile operators [5] or of the P2P
VoIP service Skype [6] has shown that virtualization of
telecommunication services or applications is no longer an
academic concept. For example, Skype replaced and vir-
tualized central indices for user locations by a distributed
software running on the end user’s client.

High Speed Data Transport. Advanced optical core
networks using Dense Wavelength Division Multiplexing
(DWDM) or hybrid optical network architectures have
brought tremendous amounts of flexible point-to-point
transmission capacity into core networks [7]. Fibre-based
access technologies, such as Ethernet Passive Optical
Networks (EPON), permit to deliver this capacity to end
users at very low cost [8].

Furthermore, infrastructure-based wireless communica-
tion has experienced a huge diversification of radio access
technologies while experiencing a steady increase of ca-
pacity. Beyond Third Generation (B3G) wireless networks
will comprise highly ubiquitous and very different mobile
broadband access technologies such WLAN, HSPA [9], or
Mobile WiMax [10].

Network and Service Control and Management. The
need for fast responses on failures and the reduction of
operational costs (OPEX) led to the development of au-
tonomous procedures for network and service operation.
Thus, self-organizing mechanisms and self-* procedures
have been suggested [11]. The algorithms automate, for
example, the quick pinpointing of system faults [12] or spe-
cific configuration tasks in mobile access networks [13].

The end-to-end control paradigm of TCP/IP networks
has decoupled the user and the operator from direct qual-
ity feedback. User and network operator are typically not
informed about the performance of an application. As a
result, integrated quality feedback mechanisms have been
investigated lately which notify users and operators inde-
pendently from the application when end-to-end quality
degradations occur [14].

Users judge the quality of networks, services, and net-
worked applications more and more by the subjective
perception of the performance. Hence, the concept of
Quality-of-Experience (QoE) has been developed lately
[15]. It describes the user’s view how usable a service
or a networked application is.

III. TECHNICAL CHALLENGES

Considering the above mentioned trends, significant
challenges arise for the design of the Future Internet which
will be discussed next.

Overlays for Participation. A major challenge for the ar-
chitecture of the Future Internet is the support of overlays
for participation. Edge nodes should be enabled to form
overlays of coordinated communities. In particular, they

require mechanisms to define overlays with application-
specific name spaces, routing and self-organizing proce-
dures for resource management. Furthermore, if edge
nodes want to offer high quality services then they need
access to flexibly managed resources, e.g. bandwidth.
Thus, resource providers have to offer their supply on
small time scales while ensuring the quality.

A further challenge for a participation architecture is the
efficient locating and exchanging of user-generated con-
tent, such as phonebooks, pod- or videocasts. In particu-
lar the question where to store the data might deeply in-
fluence the future network structure. Centralized storage
concepts are easily controllable by operators, e.g. for pro-
tecting copyright, and are highly efficient as YouTube has
shown. However, they are vulnerable to overload and sys-
tem faults. Distributed content stores may suffer from syn-
chronization and additional network traffic, but might be
more reliable. Hence, scalable, efficient, and controllable
edge-based content networking mechanisms are needed
for the future Internet. Ideally, these mechanisms should
permit to specify the degree of centralization or decentral-
ization at run time.

High Speed Data Transport: Heterogeneity, and Core
Network Architectures. A major challenge for the Fu-
ture Internet is the heterogeneity of access technologies.
For example, future mobile devices will move through a
landscape of different wireless access systems, operators
and sometimes even use fixed access systems such as
DSL for fixed-mobile convergence. Hence, the architec-
ture of the Future Internet requires scalable mobility man-
agement mechanisms.

The capability to structure the Future Internet arbitrarily
needs mechanisms for virtual and flexible network config-
urations, routing architectures and overlays. Future core
network nodes need the capability to support in parallel
multiple overlays which form arbitrary and flexible topolo-
gies. Each node should be able to configure every of its
overlays with a random number of virtual interfaces and
virtual edges to other distant core nodes [16]. The vir-
tual edges should expose their performance and any lower
layer faults to nodes. In addition, the future core nodes re-
quire mechanisms for forwarding and routing traffic along
a virtual edge and for distributing the routing information.
These mechanisms should also be available and control-
lable by edge nodes since the Future Internet will not dis-
tinguish between the edge and the core of the network.

Future Service Control and Management. Current self-
organization mechanisms for applications and services
are typically designed for end-user constraints where the
consumption of network resources is of minor interest and
for the optimization of a single objective. In the Future In-
ternet, however, these algorithms need to consider in par-
allel network resources, multiple stakeholders, and diverse
objectives. In addition, the mechanisms should maintain
their performance and reliability under adverse network
conditions.

Future reliable edge-based applications and services
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require the provisioning of perusable resources. Hence,
flexible Service-Level Agreements are needed for negoti-
ating and validating the quality of resource. The new SLAs
should address the combination and encapsulation of the
provided services, the provisioning on small time scales,
and meaningful quality concepts, e.g. QoE.

Offering a universe of diverse services to a large num-
ber of users requires the Future Internet to be orches-
trated with scalable monitoring architectures that survey
independently the provisioning of services. Hereby, end-
to-end network monitoring has to be achieved while being
able to pin-point bottlenecks.

Future Layering and Abstraction Architecture. Today’s
Internet architecture is largely based on the hourglass
concept of the Internet Protocol (IP) where every data is
transported over IP and any IP packet is transported over
every network. The so-called ”IP waist” increasingly con-
stitutes a bottleneck in today’s Internet architecture [17].

Internal pressure to the IP waist comes from the in-
creasing complexity and the deficiencies of the IP protocol
such as the lack for scalable support for end-to-end quality
of service across domains, limited resilience and mobility
support for on-going data flows, and the very simple net-
work management protocols. External pressure for the IP
waist results, amongst others, from the efficiency and flex-
ibility of application-specific overlays.

Hence, instead of having insufficient layers, such as the
IP layers2, and by-passing them by overlays, a thinning
of the layers and a more basic separation of the layers
appears to be needed. This separation should focus on a)
the application layer (for addressing application needs), b)
the mediation layer (for network structuring, naming, and
routing), and c) the transport layer (for reliable and cost-
efficient transport), see Figure 1.
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Fig. 1. Thinning of Layers

Within these layers, concepts from application-specific
overlays can be applied. For example, for forming virtual
networks for different applications which are operated in
parallel. The overlays can structure their topology more
directly to the needs of the application, e.g. for reflecting
the relationships of communities, can apply routing strate-
gies which are better suited for an application, and can
make efficiently use of cross-layer information.

All in all, future layering concepts should provide ad-
vanced programming interfaces for applications in order to
let them influence a) the (virtual) network structure, b) the
routing mechanisms, and c) the resource management.

2Similar considerations can be applied to the OSI layering model since
it partly shares the structure and interfaces with the IP layering concept.

As a result, new overlay and virtualization concepts are
currently under development, like PlanetLab’s slices nota-
tion [18], [19], or cross-layer visibility as a services [20].
These concepts may implement parts of the Future Inter-
net architecture and if successful, they can be absorbed
into the future architecture.

Part II: P2P Overlays for the Future Internet

P2P-based mechanisms have demonstrated their capa-
bilities to form highly scalable and efficient application-
specific overlays. Considering the advances of directly
supporting virtualization and overlays in future core ele-
ments, one may think about transferring P2P mechanisms
from application layer to the above suggested mediation
or transport layers. Next, the features of P2P overlays
are outlined and two examples for P2P-based applications
and services for the emerging Future Internet are given.

IV. P2P OVERLAYS

Colloquially, the term P2P is often understood as ”not
client/server” and is used for a large variety of protocols,
mechanisms, architectures and applications. Next, we will
outline what is P2P and describe its features and basic
functions.

What is Peer-to-Peer?. In general, a P2P system is used
to share and exploit resources in a distributed and cooper-
ative way. In detail, equal entities, denoted as peers, share
resources via direct end-to-end exchanges on application
layer. Typical shared resources are disk storage, CPU cy-
cles, or data. The latter one comprises data files such as
audio content or measurements as well as metadata, like
the locations of users or files.

Virtual communication paths are established among
peers reflecting their logical relationships. Their collection
is called an overlay. A P2P protocol establishes the over-
lay and provides basic functions to enable the resource
sharing. Functions to join and leave the P2P system
are provided as well as functions to insert or retrieve re-
sources. However, the leave function of a P2P system is
often rather simple since the P2P concept assumes that
any peer may depart from the system without prior notice.
In P2P notation, the term churn denotes the stochastic
process of peer turnover as occurring when peers join or
leave the system. The collection of functions of a P2P
protocol is called a P2P service. An application which
is based on the use of a P2P service is referred to as a
P2P application such as the attractive but disputable3 P2P
file-sharing applications. Due to their forming of overlays,
P2P applications and P2P protocols are often referred to
as P2P networks.

Features of P2P Networks. P2P networks are designed
to overcome the drawbacks of the client/server paradigm.
They allow peers to leave the system arbitrarily without

3As long as controllability and copyright issues are omitted.
4Kademlia is not a P2P application. It is a protocol which is used as a

building block for P2P applications.
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P2P protocol/application Purpose Architecture Overlay Structure
Gnutella File Sharing Pure P2P Unstructured
Kademlia4 Distributed Indexing Pure P2P Structured
eDonkey File Sharing Hybrid P2P Unstructured

TABLE I
BASIC CHARACTERISTICS OF SELECTED P2P SYSTEMS

compromising the service as a whole. P2P systems sup-
port a very large number of peers and stored resources
by the use of efficient cooperation strategies, e.g. mul-
tiple source download (MSD) and efficient data struc-
tures, e.g. Distributed Hash Tables (DHTs). They apply
self-organization mechanisms to assign responsibilities to
peers, e.g. for load balancing purposes, or to structure
and maintain the overlay, e.g. when replacing broken over-
lay connections in an ordered way.

P2P systems apply their own application specific ad-
dressing and routing. They assign own identifiers5 to re-
sources and nodes, e.g. hash function values of data files
and IP addresses, and perform the routing based on them.

Types of P2P Networks. P2P networks are mainly clas-
sified according to their architecture and their algorithmic
features, cf. Table I. In pure P2P architectures all peers
are assumed to be equal, whereas in hybrid P2P systems
some peers are distinguished from other peers, i.e. they
have different capabilities than other nodes. P2P overlays
are denoted to be unstructured if the algorithms estab-
lish overlay links which do not follow a regular connectivity
pattern. In contrast, P2P overlays are said to be struc-
tured if a predefined but generic organization scheme for
the overlay exists. A detailed description of the protocols
and applications can be found in [21].

Basic Functions of P2P Services. For the purpose of a
better understanding of the capabilities of P2P systems,
the basic functions of P2P services are discussed next.
P2P functions can be separated into two classes, func-
tions for resource mediation and functions for resource ac-
cess control.

Generally, in P2P system resources are placed in gen-
eral on arbitrary peers. Resource mediation functions are
used to locate the resources in the overlay. They vary from
centralized concepts such as index servers (e.g. in eDon-
key), to highly decentralized approaches such as flooding
protocols (e.g. in the Gnutella network), or DHTs (e.g in
the Kademlia protocol).

P2P resource access control mechanisms permit, prior-
itize, and schedule the access to shared resources. A peer
providing a resource gets connected to one or more re-
source consuming peers. At this time the communication
takes finally place in a point-to-point manner. Resource
access control mechanisms have similarities to conven-
tional content distribution approaches such as multicast
protocols or caching entities. The P2P approaches, how-
ever, differ from the conventional concepts by their de-
centralization and their intelligence placed at the network

5The term ”identifier” is abbreviated as ”id”.

edge.

Example of a Popular P2P Content Distribution Archi-
tecture: eDonkey. eDonkey6 is one of the most popular
P2P applications [22] and provides file-sharing services.
Its architecture is shown in Figure 2. In eDonkey, the
resource mediation is implemented by specialized index
servers which store the location of files. eDonkey peers
publish and look up shared files using these index servers
(cf. ”publish edges” and ”query edges” in Figure 2). Before
an eDonkey peer can download a file, it first gathers a list
of all file providers. To accomplish this, the peer connects
to an index server and sends a query to it, which returns
a list of matching files and their locations. Thus, the index
servers handle all of the queries in order to relieve peers
from this kind of traffic.

eDonkey Peer
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Index Server
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en
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Peer queries 
File X

Fig. 2. The eDonkey architecture

eDonkey’s resource access control is distributed and lo-
cated on the peers. It uses the MSD concept, which per-
mits a requesting peer to download different parts of a file
in parallel from multiple providing peers (cf. ”MSD edges”
in Figure 2). In addition, this concept lets peers share frag-
ments of a file before completing it. thus, reducing the
dependability on providing peers and speeding up the file
transfer.

eDonkey is a hybrid P2P architecture because of the
specialized index servers. It is an unstructured P2P sys-
tem since the overlay imposes no predefined organization
scheme, resulting in a random structure.

Example of Efficiently Locating Resources: Kadem-
lia. Kademlia is a DHT-based mediation mechanism fo-
cusing solely on looking up data or peers [23]. The basic
idea of DTHs is to map keys of resources (e.g. data) and
peers into an id space by a hash function. Each peer is
responsible for parts of the id space. If resources or peers
are queried then the ids are used for routing the queries.
DHTs apply typically a generic logarithmic routing scheme

6The term ”eDonkey” subsumes the original eDonkey 2000 application
and its derivatives, e.g. eMule.
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which is implemented by shortcut links. Hence, they are
classified as structured P2P networks. All-in-all, DHTs use
their own addresses, i.e. the ids (= hash values), and their
own routing, i.e. query forwarding along shortcut links, to
efficiently look up resources.

The operation of Kademlia is outlined in Figure 3. The
peer ids are leaves of a binary tree of the id space. Each
peer’s position is determined by the shortest unique prefix
of its id. A peer divides the binary tree into subtrees of
different prefixes that do not contain the peer id. Each peer
maintains up to k shortcut links to peers in each subtree.
The collection of shortcuts links to a specific subtree are
denoted as a bucket. In Figure 3, for example, the peer
with id ”0011” maintains shortcut links to the subtrees with
prefix ”1”, ”01”, ”001” and ”000”.

A resource is stored at the peer whose XOR difference
between the resource id and its id is minimal. When a peer
looks up an id, it checks which subtree has the longest
matching prefix with the id and forwards the query to α
randomly selected peers from the bucket of that subtree.
Each peer returns a bucket of a smaller subtree closer
to the queried id. Then, the procedure starts recursively
from the peer originating the query. Because of the prefix
matching scheme, a lookup query is resolved in O(logN)
hops.

When a peers joins the Kademlia network, it fills its
bucket by querying peers in different subtrees. A Kademlia
peer maintains its buckets by recording received queries.
In this way, the Kademlia algorithm facilitates the self-
organization of the overlay.

V. A MOBILE P2P PARTICIPATION APPLICATION

The Future Internet will be a system for ubiquitous par-
ticipation and will not distinguish between wireless and
wireline users. Hence, a participation architecture has to
a) level the heterogeneity of the peers and users, b) sup-
port mobility, and c) permit adaptivity and controllability.

A Mobile P2P File-Sharing Architecture. A P2P-based
participation architecture to exchange user-generated
content in mobile and wireline environments, denoted as
a MobileP2P (MP2P) file-sharing architecture, was sug-
gested in [24], [25]. The architecture facilitates the above
stated requirements and is based on the hybrid P2P con-
cept of eDonkey. The original eDonkey architecture is en-

Mobile Peer Overlay 
Connection

Multiple Source 
Download (MSD)

Index Server

Crawling Peer (CP)

Caching Peer (CA)

Caching with MSD

Mobile Operator Domain

Peer queries 
File X

Enhanced 
Signalling

Peer provides 
File X

Peer provides 
File X

Internet

Internet Peer

Mobile Index Server  (MIS)M

M

Fig. 4. A MP2P participation architecture for infrastructure-based net-
works

hanced by three additional entities which are placed in
the operator’s domain, see Figure 4: a) the mobile index
server (MIS), b) the caching peer (CA), and c) the crawling
peer (CP).

The MIS is an enhanced eDonkey index server. It im-
plemented parts of the resource mediation function in the
MP2P architecture. The MIS tracks frequently requested
content, triggers the caching peer to fetch it, and forces
the mobile peers to download files from the CA by return-
ing it as the major source. It steers how often a file is
transmitted over the air interface. Furthermore, the MIS’s
decision which files to store on the CA imposes adaptiv-
ity and self-organization in the MP2P architecture. The
content is automatically placed on the CA if performance
is needed. Content for which efficiency is not needed as
well as downloaded files remain on the peer. Hence, the
MP2P application can still be denoted as a P2P applica-
tion. Last but not least, the MIS can enforce copyright
control by deregistering inappropriate contents.

The CA is a modified eDonkey peer. It implements parts
of the resource access control. The CA appears to be an
ordinary peer to other peers, but distributes popular con-
tent only. Since the CA is located in the wireline part of
the network it replaces mobile-to-mobile file exchange by
wireline-to-mobile communication, thus reducing the up-
link data volume of mobile peers. Furthermore, the CA
levels the heterogeneity of peers by serving wireline peers
with high capacity and mobile peers with reduced through-
put. The CA permits downloads even when original pro-
viding peers are off-line, thus supporting the mobility of
users. In addition, it avoids the multiple exchange of the
files across operator domains, thus reducing interdomain
traffic.

The CP supports also the resource mediation, i.e. the
locating of files. It searches for sources of files on behalf
of mobile peers, thus reducing the mediation traffic on the
air interface. In addition, it can perform the task even if
the requesting peer goes off-line, reinforcing the support
of peer mobility in terms of churn.

Performance of the Architecture. The performance en-
hancement by the CA is outlined next as an example for
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the efficiency of the suggested MP2P participation archi-
tecture. A comprehensive investigation is available in [25].

Figure 5 depicts the impact of the CA on the download
time for files of 5 MBytes size when GPRS is used as the
transmission technology. It depicts the complementary cu-
mulative distribution function (CCDF) of the file download
time with and without the CA and for different churn times,
i.e. different average on-line/off-line times ton/toff . The
churn time of peers reflects the effect of their mobility.

Figure 5 shows that the application of the CA results
in significantly decreased download time CCDFs and low
probability of high download times. The example demon-
strates that the additional infrastructure entity, the CA, de-
creases the download time and is even able to reduce the
effects of mobility.

Possibilities for the Future Internet. Although the sug-
gested MP2P participation architecture is based on a to-
day’s P2P concept it addresses already future network
challenges such as heterogeneity, mobility support, self-
organization and user participation. The transport of large
size contents will be facilitated by the advances in high
capacity wireless and wireline transmission.

Furthermore, the MP2P participation architecture may
give guidelines for the mechanisms available in the Fu-
ture Internet. The future network should directly support
the easy set-up of the additional infrastructure elements.
Moreover, the future core elements, i.e. the future ac-
cess points or routers, should assign the infrastructure ele-
ments and the peers to a specific instance of the participa-
tion overlay. Thus, achieving a closed but well-controllable
virtual community. In the participation overlay, the peers
(i.e. user peers and infrastructure elements) can set-up
virtual links and set the routing tables on the core elements
for efficient content distribution, with the infrastructure ele-
ments may having superior rights. Thus, the participation
architecture would address the needs of the user, the ap-
plications, and the future operators.

VI. P2P-BASED EDGE SERVICE MONITORING

The provisioning of high performance applications by
edge-based communities in the Future Internet requires
monitoring mechanisms that are directly located on these

central
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a) b)
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DNADNA
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DNADNA
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connection status:            ok                  bad           unknown ?connection status:            ok                  bad           unknown ??

Fig. 6. Central monitoring vs. DNA Overlay

nodes. Hence, distributed, scalable, and automatic moni-
toring mechanisms are needed.

Advantages of Edge-based Service Monitoring. When
developing a distributed and edge-based monitoring in-
frastructure the question why not simply using a central-
ized concept is inevitable.

First, the benefits of distributed concepts can be ex-
ploited. Central monitoring units might fail due to faults
or attacks. A distributed framework achieves increased
reliability. It can avoid single points of failure and can still
operate even when parts of it fail, assuming it is properly
designed. In addition, a distributed framework provides for
scalability. The workload can be shared among the dis-
tributed entities, i.e. each entity contributes a fraction of
the required processing power, storage, and transmission
capacity.

Second, an edge-based framework permits true end-to-
end based views on service performance. A central net-
work monitor can test the performance only from its lo-
cation to a client, e.g. by sending ping messages or by
probing the bandwidth. It cannot actively check the perfor-
mance of a direct connection between two clients without
additional software, cf. Figure 6a). Hence, the status of
direct paths remain unknown. In contrast to this, a dis-
tributed concept can initiate tests locally between any two
end points, cf. Figure 6b). The results can be reported to
or queried by any other location if necessary, e.g. by a
central manager.

The P2P-based DNA Overlay. The application of an
edge-based monitoring infrastructure, however, requires
an automatic coordination of distributed entities. In ad-
dition, it is expected that the the network addresses of
Future Internet nodes may change frequently, e.g. due
to node mobility or roaming users. Hence, a scalable
and self-organizing monitoring overlay using network in-
dependent addresses is required. These requirements are
met by P2P mediation mechanisms using DHTs. There-
fore, the DHT-based DNA (Distributed Network Applica-
tion) overlay was suggested [26]. The DNA is a peer, i.e.
an edge node, which runs the DNA software. A DNA can
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execute arbitrary test implemented by plug-ins. The main
purpose of the DNA overlay is to maintain the connectivity
between the peers and to find any other peer in a rea-
sonable amount of time, e.g. in order to execute tests on
respectively between between nodes or to retrieve data
stored on nodes. The P2P overlay can still operate even
when a fraction of the peers fail.

The Kademlia algorithm has been chosen as the basis
of the DNA overlay since it offers an appealing set of fea-
tures:
1. Short query paths: Due to the symmetry (i.e. d(x, y) =
d(y, x)) and the unidirectionality (i.e. for any id x and arbi-
trary distance s > 0, there is exactly one point y such that
d(x, y) = s.) of the XOR metric.
2. Parallel queries: Timeouts on the forwarding path do
not necessarily delay the search process. Thus, guaran-
teeing faster and more reliable searches under high churn
rates.
3. Flexible shortcuts: In [23] shortcuts were chosen by
the time of last contact to obtain more reliable connec-
tions. However, they can be chosen by any criterion like
trustability or latency. Thus, achieving trade-off between
reliability or speed.
4. Low periodic traffic: Kademlia uses almost no periodic
overhead traffic. Configuration information spreads auto-
matically as a side-effect of key lookups.

Performance of the Architecture. The performance of
the DNA overlay is outlined by the scalability of the search
times with regard to the network size and churn times,
cf. Figure 7. A comprehensive investigation of the archi-
tecture is available in [26]. Figure 7 depicts the simulation
of an overlay of 1000 peers assuming a exponential dis-
tributed network transmission time with a mean of 50 ms
per hop. The concave curves shows that the system does
indeed scale. In an overlay without churn, the average
search time stays below 200 ms. If churn is present then
the search times increases but the overlay still scales.

Measurement Concept. While the DNA overlay facilitates
mainly the maintaining of the virtual infrastructure, mea-
surement mechanisms for assessing the end-to-end qual-

ity are needed. These mechanisms can be used as plug-
ins to the DNA. Such a plug-in may be the proposed
Network Utility Function (NUF) [27]. The NUF combines
the observed network utility at the inlet and the outlet.
It captures the damping effect of the network onto user-
perceived quality from an end-to-end perspective. The
NUF is highly intuitive due to its mapping to a simple value
between 0 and 1. Hence, it is first step toward efficiently
evaluating the QoE of future applications.

Possibilities for the Future Internet. Major possibilities
for the Future Internet are based in the self-organization
capabilities of a P2P-based service monitoring overlay.
The automatic operation reduces operational expenses
and may adapt to the heterogeneity of peers, i.e. manage
the roaming of users. By using P2P mechanisms, mon-
itoring overlays can be set up on-demand by communi-
ties of edge nodes for specific applications. Thus, permit-
ting managed and surveyed communities services. The
coordinated edge-based approach can inform third par-
ties, such as operators. Thus, it may bridge the gap be-
tween pure end-to-end control and network control when
edge systems experience service degradations. Ideally,
the support of service monitoring overlays should be in-
cluded into the edge and core of the Future Internet, e.g.
the node should directly be placed in overlays.

VII. CONCLUSION

The Future Internet is no longer a collection of links,
routers, and protocols. It will be viewed as a network of ap-
plications, information, and contents and becomes an ar-
chitecture for participation. Hence, intelligent edge-based
applications and services will dominate the Future Inter-
net. These applications and services will be typically im-
plemented in an abstract way as overlays. Additional chal-
lenges come from recent advances in networking technol-
ogy such as high speed optical networking, wireless trans-
mission, or virtualization of links and routers.

In order to address these challenges new methodolo-
gies for implementing and operating overlays are needed.
In particular, new mechanisms are required which permit
edge-based overlays to structure their topology, to define
their routing scheme, and to manage their resources inde-
pendently.

The capabilities of P2P-based overlays for solving some
of the control tasks of the Future Internet and its applica-
tions have been demonstrated by two examples: a Mo-
bile P2P participation architecture and a P2P-based ser-
vice monitoring infrastructure. The examples underline
that application-specific structuring and routing of the P2P
overlays should be supported directly by the future net-
work nodes.

Moreover, the pressures from the efficiencies of over-
lays on the conventional layering model of IP and OSI cur-
rently initiate a rethinking of these models. A thinning of
the layers and a more basic separation of the layers ap-
pears to be needed. This separation should focus on a
split into three layers: a) the application layer (for address-
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ing the application needs), b) the mediation layer (for net-
work structuring, naming, and routing), and c) the trans-
port layer (for reliable and cost-efficient transport).

Different international and national research initiatives
and projects for evolving today’s system into the Future In-
ternet, such as GENI [28], IKT 2020 [29], or VINI [16], have
been started lately. Hence, it can be expected that specific
parts of the architecture of the Future Internet, such the
virtualization of router and links, will soon be available in
real world networks. Thus, the question whether an evolu-
tionary or a clean-slate design is necessary for the Future
Internet might be answered quickly by operating networks
which absorb the future traffic.

Acknowledgement: The author would like to thank Prof.
P. Tran-Gia, F.-U. Andersen, A. Binzenhöfer, T. Hoßfeld,
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