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Abstract— In the presence of local network outages, restoration and extraordinary load. The intention and contribution of
and protection switching mechanisms redirect the traffic over this paper is the efficient calculation and visualizationaof
alternative paths to mitigate the effect of failures. However, sme network’s resilience. For our analysis, we define netwakin

failure combinations still lead to loss of ingress-egress connectiyit . hich h ffect th twork’ ilabilit
within a network or to severe congestion due to rerouted traffic. scenariosz which have efiect on thé network's availabiiity

Congestion may also be caused by unexpected traffic shifts due toand the utilization of its links. They are characterizedhwit
changed user behavior or due to changes of interdomain routing. respect to (1), (2), and (3), and have a certain probability.
This paper presents a framework for the analysis of ingress-eges  As an exhaustive investigation of all possible scenariasois
unavailability and congestion due to (1) failures, (2) changes of faagiple, we first provide an efficient algorithm to generate
user behavior, and (3) changed interdomain routing. It proposes ' . A
algorithms to find the most probable combinations of (1), (2), and the Set_ of most probable network'lng ScenarE)sThIS .'S a
(3), and to evaluate the connectivity and the relative link load great difference to most other resilience studies thatidens
of the network under these conditions. We have implemented only a certain type of failures, e.g. all single link and/or
this concept in a software tool and its visualization of the results router failures. Correlated failures, i.e. shared riskugs
leads to a comprehensive view of the network’s resilience. It (SRGs) [5], can be modelled and multiple independent feslur

helps to anticipate potential ingress-egress disconnection and :
congestion before failures and overload occur or before planned are respected automatically. Furthermore, the effect 08 Qo

modifications (new infrastructure, new routing, new customers) caused by simultaneous redirected traffic in failure sdesar
take effect. Thus, it detects weak points in a network, predictsite  fluctuations of the traffic matrix, and extra traffic due to
effectiveness of potential upgrades, and thereby supportsaeful  interdomain rerouting can be investigated. We evaluaté2e

bandwidth overprovisioning. connectivity and the utilization of the links for each catesied
networking scenariae Z and collect these data in a statistic.
. INTRODUCTION We propose several graphical representations of thesetalata

Internet service providers (ISPs) promise a certain aviila give a comprehensive view of a network’s resilience. They
ity and quality of service (QoS) to their customers. The Regare intuitive and help service providers with the definitimfn
tiated values are part of service level agreements (SLA®. Tappropriate SLAs and network upgrades as they can visualize
ingress-egress unavailability of a network is the expetitad their impact in advance.
fraction during which the network connectivity for a cemtai This paper is structured as follows. Section Il reviews
ingress-egress pair is lost. The availability is compremiiby related work regarding network resilience. Section 11l laigus
failures if the border-to-border (b2b) connectivity bebmgwo the framework for resilience analysis. Section 1V illuststhe
endpoints in the network is lost [1]. QoS in terms of packeesults of the analysis using various visualization apgines,
loss and delay degrades if congestion occurs in the netwopkerforms sensitivity studies, and motivates the apphbecati
It is mostly caused by additional backup traffic in case aff the analysis for network upgrades. Finally, Section V
failures [2] (1), overload due to exceptional user beha{®)r summarizes this work and draws conclusions.
or interdomain rerouting [3] (3). Restoration and proteati
switching mechanisms redirect the traffic over alternative II. NETWORK FAILURES AND RESILIENCE

paths i”_‘?as_e of failures to mitigate their effect._ Capacity In this section, we review fundamentals about network
overprovisioning addresses the problem of fluctuationsef tfailures and resilience mechanisms that deviate the traffic

:ral;ﬁ(;irrnattng ?rv effri tm;e la_|n(3N|th::m alrio rfe(izllu;:e ovr(ra]rtl)?nadﬁ OILfaeround outage locations in the network. We give an overview
o redirected traffic [4]. However, some failure co BY0 f related work and clarify our contribution.

and load situations do still lead to b2b unavailability and t
severe congestion. _
Resilience is the ability of a network to provide a good\. Network Failures
service also under exceptional conditions. It is an imparta A good overview and characterization of network failures
issue in carrier grade networks and comprises the maig-given in [6], [7]. We can distinguish planned outages and
tenance of both connectivity and QoS in case of failuremplanned failures. Planned outages are intentional,deig.
. . . _ to maintenance, and operators can take measures in advance.
This work was funded by the Bavarian Ministry of Economic Affaand | d hard di d be furth
the German Research Foundation (DFG). The authors alonesgperrsible Unp .ar.me putaggs are .ar .tO predict and can be further
for the content of the paper. subdivided into failures with internal causes (e.g. sofeva



bugs, component defects, etc.) and those with externaksau€. Related Work Regarding Resilience Analysis

(e.9. digging works, natural disaster, etc.). The authors of [21] present calculations for the b2b avail-
Quantitative analyses and statistics about frequency aggljity of various resilience mechanisms, e.g. dedicated a
duration of failure events that occur in operational neksor shared primary and backup path concepts or restoration-meth
like the Sprint IP backbone are given in [8], [9]. They showqs. when rerouting in networks is considered, multiple- fail
that link failures are part of common network operation anghes affect the availability which leads to complex caltiofss.
the majority of them is short-lived, i.e., their duratiorsisorter Therefore, either a limited number of the most probablesfail
than 10 minutes. Moreover, they indicate that 20% of al{cenarios is taken into account [22] or the analysis is échit
failures are due to planned maintenance activities. Alrl80% g single or double failures only. In [23]-[26] the impact
of the unplanned failures are shared by multiple links amil cg¢ gouble failures is analyzed in networks that are resilien
be attributed to router-related and optical equipmeriteel o single failures. Most papers regarding resilience issue
problems, while 70% affect only a single link at a time.  consider only the b2b availability [27], but some other &sd
The mean time between failuréd T BF) and the mean time gjso take the expected lost traffic (ELT) as a performance
to repair MTTR are used to characterize the unavailabilityneasure into account to quantify the missing capacity durin
of a network element which ip= {&f. Different values for fajlures [10], [12]. To reduce the ELT, backup capacity is
MTBF and MTTR can be found in the literature for nodesequired that may be used by low priority traffic during fad
and for links [6], [7], [10]-[12]. In this study, we choosefree operation of the network [28]. Resilience can also be
MTTR=2 h andMTBF=2.1C° h for nodes, i.e., each node considered on the application layer, e.g., the availgbilit
has the same unavailabiliy(v) =10"°. The unavailability of services can be improved by alternative servers and caching
a link increases with its length. We assuM& TR=12 h and techniques [29]. NetScope is a tool to calculate the load on
a mean distance per cable cut and yeaM®&ICCY =800 km  the links of a network to predict the effect of various traffic
to calculate thev T BF(1) =YY 36524 h for a linkl with  matrices, special failure scenarios, or alternate rouf3aj.
lengthL(l). Thus, a linkl with a length ofL(I) = 100 km has Our approach can be viewed as a statistical analysis of this
an unavailability ofp= pi925MITR. =171.10°4, idea regarding multiple networking conditions. The aushoi
[31] consider the completion time of IP reroutes. Withinttha
interval routing loops can occur that lead to temporary lufss
connectivity and transient SLA violations. The study pc®s
In case of a network failure, resilience mechanisms rediarious statistics based on simulation experiments and/sho
rect the affected traffic around the failure location. Thethat networks with similar topological properties can lead
can be classified into protection switching and restoratiaa significantly different “goodness factors”. In contrast
mechanisms. Protection switching establishes backupspatiur work and this study addresses only temporary service
in advance while restoration finds a new path only after disruptions due to routing dynamics but not due to topolalgic
failure occurs. Therefore, protection switching reactstéda disconnection.
than restoration and is usually applied by lower layers. A
good overview can be found in [6], [7]. In this study, we USB  contribution of this Work
IP rerouting for illustration purposes, but our framewoded ] )
not depend on any specific routing or resilience mechanism. The framework presented in the next section calculates

IP networks implement destination based routing and caldii¢ P2b availability of a network and the complementary

late the routing tables in a distributed manner accordinpeo CUMulative distribution function (CCDF) of the link load
shortest path principle. If several shortest paths exisatds a depe.n.dln'g on network fallurgs an.d traffic fluctuations. It is
destination, the traffic may be forwarded to a suitable fatr @ Unification of the methods in prior work [27], [32] where
with the lowest ID [13, Section 7.2.%]which is single shortest traffic variations havg ”O,t been Cons'dere_d' .

path (SSP) routing, or it may be split equally among all Most approaches in Il.terature.f?\re st{:\tlc in the sense that
interfaces of the shortest paths, which is called equai-cé8€y respect only explicitly specified failures of one or two
multipath (ECMP) routing. If a link or node fails, the rougin N€tWork elements. However, the probability of multiple -net
tables are automatically recalculated and the traffic fedlo work failures grows with increasing network size. We respec

the next shortest paths after some time required for sigiall these failures if their probability is large enough. Falur
and path calculations [14]. Thus, the b2b IP connectivity omPinations with lower probability are neglected in the
maintained as long as the network is physically connectedalysis, but we give bounds on the uncertainty of our result
In our study, we use ECMP with the standard hop coul? addition, our software tool is able to model failures on a
metric, i.e., all link costs are set to one. Link costs may gier scope than links and nodes since line cards and router
manipulated for traffic engineering purposes, e.g., to mize interfaces can also be rep_resgnted. However, in this stugly,
the link utilization under normal conditions [15] or to makénedel the network only with links and nodes.

the network robust against link failures [16]—[20], butstfis Network providers need to know the availability of their
not the focus of this paper. networks. Different views on the availability help them to

discover different weaknesses. Our tool provides stasisti
1This rule does not hold for OSPF and not all routers runningSIS for the consequences of the neFV\_lork avallabll!ty on specific
implement it. b2b aggregates, on the connectivity of a specific node to all

B. Resilience Mechanisms



ID(v)| name(v) n(v)
Oslo 801 028

other nodes in the network, and on the overall traffic in the
network. For most other studies the availability of indivéd

b2b aggregates is the sole result. Our tool is not limited t
a specific resilience mechanism which is unlike many othe
studies. In particular, it handles IP rerouting, the mosteli
used restoration mechanism, which is more difficult to ana
lyze than simple primary-backup path structures. Reggrdin
potential overload, we provide the CCDF of the load on
every link relative to its bandwidth instead of the overdlllE
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presence of the most probable failures and changes of ti
traffic matrix [4]. We propose different performance measur
that map the complex information of the CCDFs into a singl€
number. This is useful in practice because it helps to quickl
identify the links with the largest risk to be overloaded.

I11. RESILIENCE ANALYSIS Fig. 1. European Nobel network and the populations of theesponding

. . . cities and surrounding areas.
Network failures and abnormal traffic matrices lead to un- 9

availability of the network for ingress-egress pairs anduer-

load on links. The analysis assigns reasonable probabilit

failure scenarios and abnormal traffic matrices, and iflesti 1) Constructing the Set of Relevant Failure Scenatos

the most relevant combinations of them in order to analyxge assume that single link and node failures can occur as
them and to derive statistical measures for unavailabéity independent failure events and denote this setSbyThe

overload in the network. probability p(§) of a failure eventsz S is the unavailability
) p(l) or p(v) of the corresponding link or node in Section II-A.
A. General Notation Our framework can model failure events on a finer scale such

A network topology is given by a graph consisting of as fiber cuts, line card failures, or other internal failuoésa
set of nodesy and linksE. We use the Nobel network [33] router, but we decided to stick with this level of abstrattio
in Figure 1 with 28 nodes and 41 bidirectional links fofor our study. The failure events€’S are assumed to be
illustration purposes in Section IV. The bandwidth of a linkndependent of each other, but shared risk groups (SRGB) suc
| €€ is denoted byb(l). The network is expected to carryas shared risk link or node groups (SRLG, SRNG) [5] can be
a set of traffic aggregateg = {(v,w) : ywe V}. The traffic modelled by virtual elements indicating the simultaneous
matrix h determines the rate,(g) of each aggregatge G. A failure of several resources. We number the event® an
network failure is characterized by its set of failed eletsenascending order with regard to their probabilips). We
SC (VUE). Thus, the empty set (D) stands for the failure-fregefine a compound failure scenar®C S as a subset of
scenario. We characterize a networking scenafi¢s, h) by its  independent failure eventse 3 that occur simultaneously. Its
failed elements and its traffic matrixh. There is a multitude probability is
of failure scenarios and traffic matriceh with a very low
probability p(s) and p(h). They lead to an even larger set of P(s)=(Meesp(9) - (Mg s(1—p(9)) - (1)
combined networking scenarios with even lower probabditi R
p(z) = p(s) - p(h). Therefore, an exhaustive investigation ofrhe setS contains all (compound) failure scenar®s S with
all possible networking scenarios is not feasible. Finallprobability p(S) > pmin Wherepmin is the probability threshold
the functionu(g,l,s) describes the routing and indicates théor relevant networking scenarios.

fraction of the aggregatg using link| in failure scenarics. Algorithm 1 (RFS) constructs the set of relevant failure
. ) ) scenariosS starting withS=0. The recursive procedure is
B. Generation of Relevant Networking Scenarios invoked with RF$0,0,1), i.e. the initial independent failure

A networking scenari@ needs to be considered only if itsevent to be considered $, the initial partial failure scenario
probability is sufficiently high, i.e. it meets a certaingbhold is s* = 0, and its preliminary probability ip(s*) = 1. The
P(2) > pmin. We identify a set of relevant failure scenarioglgorithm recursively steps through the set of independent
S and find then for eactse S a set of traffic matrices failure eventsseS. It constructs a compound failure scenario
H(s) that leads to the set of relevant networking scenast incrementally and the recursion ends either if the profgbil
ios Z={(s,h) : se S,heH(s), p(s)- p(h) > pmin} for our re- p(s*) of the partial compound failure scenar® is lower
silience analysis. We first show how the set of relevant fagu than pm, or if all independent failure even&;éé have been
S can be obtained efficiently. Then we present exemplacpnsidered as potential memberssdf In the latter case, the
models for traffic matrice that capture exceptional userfailure scenarios® joins S at the end of each recursion. At
behavior and interdomain routing, and use them to genergt®gram termination, the s& contains all compound failure
the networking scenariog. scenarios with a probability of at leapin.



Input: failure event numbet, partial scenaric, This overload model is conservative since it does not irs@ea
and its probabilityp(s®) the overall traffic in the network. It causes a traffic shiftlan
if (p(s*) > pmin) then  {partial scenaric* still probable changes the structure of the traffic matrix. As a conseqyence
enough an increased or decreased load on the links can be observed.
if (i= \3|) then {all independent failure events |" ¢) Increased Traffic Rates due to Interdomain Rerouting:
have been considergd Due to BGP misconfiguration or other failures, interdomain
S —Suis} routing may change, and specific border routers may tem-
else porarily receive increased traffic rates. We call this iasexl
s =¢" load due to interdomain rerouting. It is a rather complex
RFS(i+1,5'U§,p(s) - p(8)) phenomenon [3], but we want. to kgep things simple to
RFS(i+1,85,p(sy)- (1—p(§))) study only fundamental effects in Section IV. We model an
end if interdomain rerouting location by adding thefg-fold to the
end if rates of all aggregates starting or terminatingzjrwhich are

galculated according to Equation (2) and Equation (3). Thus
in contrast to hot spots, interdomain rerouting increabes t
traffic rate in the network. Basically, changes of interdoma
routing can also reduce the received rate of a border router,

2) Generation of Traffic MatricesTraffic matrices of real Put this is not of interest in our study. We assume that a
networks fluctuate over time in a 24 h and 7 day periof#ode receives additional traffic from outside its domairhveit
However, when we talk about fluctuations of the traffic matriProbability of pir and with an additive interdomain rerouting
we understand the deviation from the usual maximum of thefgctor of fir=1. This can happen to every border node and
day period, i.e. the busy hour. We use the simple gravity ioddSO simultaneously to several nodes. This general siuati
[34] to generate traffic matrices for the illustration of ouf@n be denoted by a s#lr C V' containing the interdomain
analysis. It can be easily replaced by other, more sophtstic "€routing locations, i.e}r=0 describes the normal scenario.
models in the future. Then, we extend it towards overload dd&€ Probability of a specific interdomain rerouting event is
tq local hot spots. and overload dug to interdomai_n rerogting P(VIR) = (Myeyig PIR) - (r'vséVm (1- le))_ (5)
Finally, we explain how to determine those traffic matrice
that need to be considered in our analysis.

a) Normal Traffic Matrix: For the illustration in Sec-

tion IV we use the model from [35] where the rates,w) of
a b2b traffic aggregate between nodandw is proportional
to the populatiorr(v) and r(w) in the area ofv andw. The
population numbers are given for our test network in Figure
[36]. Finally, the ratec(g) of a b2b aggregatg= (v,w) can
be calculated based on a given overall traffic Gtg by the
following equation:

Algorithm 1: RFS: constructs the set of relevant failur
scenariossS.

I? both endpoints of an aggregate are interdomain rerouting
locations, its traffic rate i1+ 2- fir) times larger than normal.

d) Construction of Relevant Traffic Matricg4(s): A
traffic matrixh=(Vys, Vir) is characterized by the set of hot
spots and the set of nodes that are overloaded due to interdo-
main rerouting. Its probability ig(h) = p(Vus) - p(Vir). The
s]et of relevant traffic matricek(s) for a relevant failure sce-
narios comprises all traffic matrices with p(s) - p(h) > pmin.

It can be efficiently computed by an algorithm similar to
Algorithm 1. To guarantee that each relevant failure sdenar
(V) 71(W) Crot it vtw se S ie. p(s). > Pmin, is combined vyith at .Ieast one traffic
(VW) = { Y xye v xzy TO0-TI(Y) ) _ @) matr|>§, We.defme that the normal traffm mqth#(@, D) is also
0 if v=w contained in any set of relevant traffic matridéés). However,
its probability is only p(h=(0,0))=(1—pus)™!- (1-pir)"!

b) Changed Traffic Matrix Structure due to Local Hotyhich is close to 1, but still smaller than 1. As a result,
Spots: Increased load in networks can occur locally. Wgome networking scenarias= (s, h) with h e H(s) can have a
capture this by hot spots according to [4]. A hot spot is grobability slightly smaller thampmin. Thus, the set of all rel-
node with traffic attraction increased by a facfpis. We use evant networking scenariog = {z= (s,h) :s€ S,he H(s)}
fhs=2 in our study. We model a hot spot by modifying itsve consider in our analysis can be slightly larger than ex-
population using pected. However, this has no impact on the correctness of the

analysis.
Tq\mlotspol(w) = {

c(g=

Ti(w) if w#v
fus-mw) if w=v’

®)

C. Calculation of the Ingress-Egress Unavailability of the
_ _ _ . ~ Network
before Equation (2) is applied. Every node is a potential hot.l.he calculation of the exact network unavailabilityis(g)

spot with a probability ofpys and even several hot spots may . -, aggregatg=(v,w) is in general too complex since
occur simultaneously. Therefore, we characterize simatias it requires the consideration of all possible failure scisa

hot spots by the set of routers with increased attractien t can be approximated based on the set of relevant failure
Vus € V. The normal scenario without hot spots is describeéjcenarioss by the conditional probability
by V4ys=0. The probability of a hot spot scenario is

1
S - . .
P(VHs) = (MvevysPHs) - (Mugiys (1— PHs)) - @) Pgis(V, W) o(S) s; p(s) - DISCONNECTELV,W,S)  (6)



which respects only the relevant failure scenar®s The
function DISCONNECTEQV, W, S) yields 1 if nodess andw are
disconnected in the presence of failure scenariotherwise

Note thatp(l) can be viewed as link utilization when its
value is below 1. The CCDF for the relative link load of
Equation (9) is only an approximation because the proligbili

it yields 0. The valuep§ (v, w) are not exact since only the p(Z)=75,z p(z) of all considered networking scenaridsis

relevant failure scenarios are considered in Equation\W&).
get a lower and an upper bound fpgis(v,w) by

P (v, W) P(S) - Pgis(V; W) and (7)
PIvW) = p(S)- pis(vw)+(1—p(S))-1.  (8)

The upper bound is exact if and w are disconnected in all

unconsidered failure scenarios. Likewise, the lower boisnd

exact if they are connected.

D. Calculation of the Relative Link Load
Another objective of our analysis is the assessment

potential overload. To that end, we first calculate the lo
c;(1) for every link | for all relevant networking scenarios

ze Z. We consider this load;,(I) of a link | relative to its

bandwidthb(1) and call it the relative link loag,(1) =

We then compute the complementary cumulative distributi
function (CCDF) of the relative link loads which is induce

by the probabilitiesp(z).
Algorithm 2 computes for allse S the routing function

u(g,l,s) that determines the fraction of the traffic aggregates

which use linkl in the presence of the failure scenasid hen,
it computes for all relevant networking scenarios Z and
for all links | €& in the network a load sef(l) with tuples
(z,¢c4(1)). The loadc,(1) on the linkl in networking scenaria
is the sum of the traffic contributions from all traffic aggaées
geg to that link. Note that this algorithm is fast because t
routing function is calculated once for every relevéaiture

scenariose S in the outer loop of Algorithm 2 and not in the

inner loop for every relevametworkingscenarioze Z.

Input:  set of relevant failure scenarids
for all se€ S do
u(.,.,s) «— CALCULATE ROUTING(S)
for all he H(s) do
Z<— (S, h)
for all I € £ do
c(1) < 0 {initialization}
for all ge G do
Cz(l) — CZ(I) + Ch(g) ’ U(g, I’S)
end for
L) — L()U(z,c(1))
end for
end for
end for

Algorithm 2: CALCULATELOAD: calculates the load,(l) for
each linkl € £ for all relevant networking scenarias Z.

The load setC(l) depends onZ and its information helps
to derive the conditional CCDF of the relative link load by

1

Plp(l)>r|2) =
P(Z) {(z(1)LT):p2(1) >}

p(2). (9)

usually smaller than 1. However, we can give a lower and an
upper bound for the unconditioned CCIP¥p(l) >r) of p(l)

by
Prin(p(1)>T)
Pmax(p(l)>r1)

P(p(l)>r|2)-p(Z) and (10)
= P(p(1)>r[2)-p(2)+(1-p(2)). (11)

IV. | LLUSTRATION OF THE RESILIENCE ANALYSIS

This section illustrates the application of the presented
resilience analysis in the Nobel network in Figure 1. Single
shortest path routing based on the hop count metric is applie
%?d in case of network failures, the traffic is rerouted. We
ac&msider in our analysis independent link and node failures
Independent hot spots, and independent extra traffic aiebord
routers. First, we illustrate the analysis of the networkilav

ability and then the analysis of the relative link load.

3{‘. Analysis of the Network Availability

In this subsection, we calculate the network unavailapbilit
with a minimum probability threshold for relevant failurees
narios of pmin=210"1°. This threshold is computationally well
feasible and covers a large set of multiple failure scesario
We choose this very low value to obtain very accurate results
for the unavailability and low upper bounds. We present the
unavailability from different perspectives and then shawh
incremental upgrades of the network improve its availgbili
hléinally, we conduct a sensitivity analysis concerning the
assumed link and node failure probabilities.

1) Network Availability from Different Perspectivedie
propose three views on the conditional disconnection proba
bilities pgis(v,w) (cf. Equation (6)) with different aggregation
levels. This helps to identify aggregates and points ofges
(PoP) with a high unavailability or give an overall impressi
of the network’s unavailability for all aggregates. We ddes
first the network unavailability in the default network as
depicted in Figure 1.

a) Network Availability for Specific Aggregates=ig-

ure 2(a) illustrates the network’s unavailability for thédlib
rectional aggregates between router Madrid (ID 3) and any of
the 27 other routers in the network. The height of the columns
shows the unavailability of the network on a logarithmicxisa

for the aggregates between Madrid and the peer routers indi-
cated by the column numbers. The white columns correspond
to the network as presented in Figure 1 while the gray shaded
columns correspond to improved network topologies that are
discussed later. The aggregates are arranged along this x-ax
in descending order of their unavailability. The column thi

are proportional to the traffic volume of the aggregates from
the normal traffic matrix such that their relative importaris
revealed.

Figure 2(a) shows that only low availability can be guaran-
teed especially for the aggregates from Madrid to routeg 1,

4, 5, 6, and 9 which should be improved or respected in the
SLAs.
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B2B network unavailability from different perspiets.

b) Network Availability for Specific Points of Presence:
We average the network’s conditional unavailability fot al
b2b aggregates of a router by a weighted sum and obtain
the conditional average unavailability of the network fréms
view of a single router by

ZWEV,W#V (pgis(v’ W) ' C(V, W) + pgis<wv V) : C(Wv V))
Zwev.,w;év (C(V, W) + C(W, V))

pgis(v) =
(12)

under the condition that only the relevant failure scergario
S are respected. Figure 2(b) shows the average unavayabilit
of the network from the perspective of each router. The x-
axis indicates the node IDs. For the sake of easier reatyabili
we have arranged the node IDs in Figure 1 according to
the descending order of the network’s unavailability from
their perspective. The figure quickly shows that the netigork
unavailability from the perspective of routers 1 — 9 is rathe
large and should be improved or respected in SLAs.

c) Network Availability for the Overall TrafficTo char-
acterize the unavailability of the network relative to theiall
traffic, we calculate the CCDF regarding the unavailability
p§ To that end, we consider the unavailability of all b2b
aggregates and weight them with their rates:

deg:pﬁs(gbxc(g)

296 c(9)
Figure 2(c) shows that for about 45% of the traffic the network
unavailability is about 21076, and for about 55% of the
traffic it is larger than this value. The value- 2076 is a
lower bound for the minimum b2b network unavailability for
an aggregate because the network is unavailable if the sourc
or destination router fails and the unavailability of a ndsle
assumed to be 16. Figure 2(c) shows that this minimum
value can be reached for about 45% of the overall traffic.
Figure 2(b) illustrates that the network unavailabilityeeaged
over the traffic of a single router is at least1® ° because
every router has some aggregates with rather low avathabili

2) Improving the Network Availability:Figure 2(b) sug-

gests that the availability of routers (1) — (9) should be
improved. Therefore, we successively add additional lerkd
visualize their impact on the different unavailability cefs.
We insert links from Madrid to Lyon, from Barcelona to
Athens, and from Stockholm to Copenhagen and discuss how
they influence the network’s availability. We assume thatéh
links do not share common risks with other links.

a) Adding the Link Madrig-Lyon (3—13): Figure 2(a)
shows that the network unavailability for all aggregateststig
and ending in Madrid is strongly reduced when the link from
Madrid to Lyon is added. The unavailability of most aggregat
approaches even the theoretical value o1@®. Figure 2(b)
illustrates that the average unavailability of PoP Mad@)l (
decreases from more than B0 ® to less than 3106 and
those of PoPs Barcelona (7) and Bordeaux (8) decrease from
more than 510 to less than 410°%. This is because the
new link reduces the number of double link failures that
disconnect these cities from most of the other cities. The
unavailability for other PoPs is only slightly reduced. The

P(p§s > X) = (13)



CCDF in Figure 2(c) also shows that the b2b unavailabilitig about 2 p(v) and the logarithmic x-axis makes this large
for a significant amount of traffic is reduced partly to a loweémpact of the node availability on the network availabildj/
level of 3-10°° and partly even to the theoretical lowerthe overall traffic obvious. The link availability also hasig-
bound of 210°°. However, a good portion of the traffic still nificant influence. Thus, a careful assessment of the aviijab
faces a large network unavailability. Especially the lacgies parameters is required before applying this availabilitslgsis
Barcelona and Athens contribute to that effect because tHey practical purposes.

are connected to the network with only two links.

b) Adding the Link AthersBarcelona (4-7): Fig- 1
ure 2(b) illustrates that adding the link between Athens and (|
Barcelona decreases the average unavailability of thescorr
sponding PoPs from about 206 and 6 10-¢ down to a bit
more than 210-% while the unavailability for other PoPs is 0.7¢
hardly reduced. The CCDF in Figure 2(c) shows that the b2b _ ;4.
unavailability for a significant amount of traffic decreases
the theoretical lower bound of-207 — this is traffic starting
or ending in Athens or Barcelona.

¢) Adding the Link StockhoknCopenhagen (29): Fi- 03l
nally, we add a new link between Stockholm and Copenhagen.
Figure 2(a) shows that the network availability for Madsid’
aggregates to these two cities is significantly improved, bu 01
also the availability for the aggregate from Madrid (3) to o . -

Oslo (1) improves notably. Figure 2(b) illustrates that the 10 Netwgf’kunava”abmtyx
availability of Stockholm (2), Copenhagen (9), and Oslo N o
(1) is visibly improved, but the unavalabilty of Stockhol %3  Cendionsl CCDF of the b2b netvor uraaiasitgen oy e
and Copenhagen remains larger than the one of the ragiity.
jority of other routers since simultaneous failures of the
links CopenhagerBerlin (9—28)and Stockholm»Warsaw
(210) still disconnect these cities from the rest of the ) _
network. Therefore, the improvement by the new link is rath&- Analysis of Potential Overload
limited. In addition, the Scandinavian cities are ratheabm We analyze potential overload in networks which is caused
such that only a minor fraction of the overall traffic benefitby redirected traffic, traffic hot spots, or by extra traffiedo
from the new link. This can be nicely observed in Figure 2(cinterdomain rerouting. As “overload” is not well defined, we
Our resilience analysis and the graphical summary repbrtslook at the CCDF of the relative link load. We study the impact
the results help to get a quick impression of the networklavadf the probability thresholgmin that controls the size of the
ability for the overall traffic (Figure 2(c)), PoPs with orliftle  set of relevant networking scenarigsin our analysis and the
network availability can be easily found (Figure 2(b)), anthfluence of the assumed link and node unavailabilitiesnThe
individual aggregates with a large network unavailabiign we consider the impact of additional hot spots and interdoma
be identified (Figure 2(a)). This knowledge provides sué@abrerouting on the relative link load. As the information give
availability values for SLAs, it gives hints where to upgeadby the CCDFs is too complex for practical applications, we
the network to increase its availability, and supports oekw finally propose several functions that map the CCDFs to mpl
planners in strategic decisions. The network availabiti@ numbers characterizing the risk of overload on a link.
also be improved by providing alternative border routens fo For the analysis of the relative link load we dimension
interdomain traffic. This aspect can be well integrated in othe link capacities of our test network such that 20% of
framework by modifying the routing function in such a wayheir capacity is utilized in case of failure-free operatand
that traffic is carried in case of an egress node failure to #&me normal traffic matrix. This dimensioning rule disregard
alternative egress node. available capacity granularities, but we use this settimy for
3) Sensitivity Analysis w.r.t. Unavailability Assumpson the illustration of our framework and in particular to fatzite
The above results are based on assumed unavailability uak interpretation of the presented results.
ues for nodes and links as described in Section II-A, i.e. 1) Impact of the Probability Threshold for the Relevant
p(v) =10 for nodes, a mean distance per cable cut amMetworking ScenariosWe consider the resilience of the Nobel
year of MDCCY = 800 km and a mean time to repair ofnetwork for the normal traffic matrix without hot spots and
MTTR= 12 hours. In our sensitivity analysis we considererouted interdomain traffic. Figures 4(a)—4(c) show thé&dEC
p(v) = 1076 and p(v) = 10~° and a mean distance per cablef the relative load for the link from Brussels to Frankfurt
cut and year oMDCCY = 400 km andMDCCY = 1600 km. on a logarithmic scale. Thus, the curves show the probsgbilit
We perform the experiments for the base network withothat the relative link load is larger than a certain value
additional links. Figure 3 shows the impact of differentklin The considered networking scenarios Z are illustrated by
and node unavailabilities on the network unavailabilitgrse crosses ‘+' and their positions indicate their relativeklinad
by the overall traffic. The minimum network unavailabilityand probability (o(1), p(z)). They cause the decay of the

Conditional CCDF ——MDCCY =400 km
s S = i
P(pdis >x|S) MDCCY = 1600 km

p(v) = 107°

p(v) =107°

Probability
o
al




CCDF. In our software tool the crosses are interactive such
that the respective networking scenarios are displayechwhe
the mouse is dragged over them.

The curve in Figure 4(a) is calculated based on a threshold

10 + Networking scenario z of Pmin=10"% which leads to a set ofZ| =42 relevant
. Sg;g'rt'ggj;gCDF Ple)>riz) networking scenarios with an overall probability pf2) =
e o Lower bound ] 0.99937. The solid line is the conditional CCDF of the relative
Lo ‘gﬁ* L S T link load based on the set of relevant networking scenagios
107} 1 only. The graph also shows a lower and an upper bound for
% the unconditioned CCDF. The distance between the curves
£ o | of these bounds is exactly—1p(Z), but it looks wider for
a smaller probability values due to the logarithmic scalehaf t
. y-axis. The valuemin=10"* is rather large and leaves a high
w0y 1 uncertainty regarding the unconditioned CCDF in the rarfge o
interest where the link tends to be overloaded.
107 ] We plot the CCDF forpmin=10"" and pmin=10"C in
‘ ‘ : : : Figures 4(b) and 4(c). Their corresponding sets of relevant
0 0.2 0.4 0.6 0.8 1 1.2 . . . g
Relative link load r networking scenarios are significantly larger wijtki| = 888
(@) Pmin=10"% — | Z|= 42— p(Z)=0.99937. and | Z| = 12468 elements such that they cover a probability
. of p(£)=0.9999921 andp(Z)=0.999999910, respectively.
. Networking scenario z As a consequence, Figure 4(a) contains only one cluster of
. Sggg'r“ggj;gcw Ple)>ri2) networking scenariog which are only single link failures.
o Lower bound ) Figure 4(b) contains two clusters as it also includes double
o ?ﬁ + link and single node failures. Figure 4(c) contains eveeehr
107} 1 clusters because also triple link and combined double link a
% e single node failures are respected. Furthermore, the tondi
o e R Lo Pale. | CCDFs have different shapes in the right part of the graph
a *Wﬁﬂ Ifffi’f S and the distance between the upper and lower bound for the

conditioned CCDF becomes smaller with decreagipg.

10°
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Fig. 5. Conditional CCDF of the relative link loga{!) for the link between
Brussels and Frankfurt angmin = 10719 sensitivity against assumptions
about link and node unavailability.
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Relative link load r 2) Sensitivity Analysis w.r.t. Unavailability Assumpson
(©) Pmin=10"10 . | 2| = 12486— p(Z) —0.999999910. The results presented above are based on assumed unavail-

ability values for nodes and links as described in Sectien Il
Fig. 4. Conditional CCDF of the relative link loge{l) for the link between A, i.e. p(v) = 10°° for nodes, a mean distance per cable cut
Brussels and Frankfurt together with a lower and an uppenddor the and year ofMDCCY = 800 km with a mean time to repair of
unconditioned CCDF. MTTR= 12 hours. We perform a sensitivity analysis similar

to Section IV-A.3. We considep(v) = 107 and p(v) = 10~*

and a mean distance per cable cut and yediDCCY = 400

km and MDCCY = 1600 km and take the Nobel network
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Fig. 6. Impact of failures (1), hot spots (2), interdomain teitog (3) on the conditional CCDF of the relative link load fiomin=10"1°.

without any additional links for our experiments. Figure &re secondary as long as they are significantly smaller than
shows the impact of different link and node unavailab#itielink failure probabilities.

on the overload probabilities of the link between Brussel$ a 3y |mpact of Hot Spots and Interdomain Reroutintn
Frankfurt in analogy to Figure 4(c). The major difference ithe following we investigate and compare the impact of
while there is only a small difference between curves witfje assume that a node is a hot spot for 15 minutes per

different ”50de availabilities. Curves fop(v) = 10°° and year, j.e.pys= ssearsq With @ multiplicative hot spot factor
p(v) = 107> almost completely coincide, therefore, we usegf f,,s — 2. The same holds for interdomain rerouting, i.e.

p(v) = 10 instead. This is in contrast to Section IV-A3p, — 15 and an additive interdomain rerouting factor
which shows that node availabilities have the larger impact of f,; =1. Figures 6(a)-6(b) show the conditional CCDFs
the network unavailability for the overall traffic. This cle of the relative load of the links from London to Paris and
explained as follows. Most (even multiple) link failures ot  from Brussels to Frankfurt for this hot spot and interdomain
not impact the network availability. However, every linkit&e  fajlures, (2) hot spots with a multiplicative hot spot factf
leads to traffic rerouting, therefore, it is evident thaklfailure  f,,.—2 (3) interdomain rerouting with an additive interdomain
probabilities have an impact on overload probabilitiese Therouting factor offir =1, and a combination of all three
impact of node failures on the CCDF is smaller than the ofgssibilities (1), (2), and (3).

of link failure because node failure probabilities are deral We first look at Figure 6(a) which shows the CCDFs from
than link failure probabilities. Hence, for potential o&d | 4o 1o Paris. As the network is dimensioned in such a
analysis in practice, it is important to have a good estifate | yhat all links are 20% utilized under normal operatidh, a

link failure probabilities while exact values for node taibs CCDF curves seem to start falling at a relative link load of



r =0.2 and a probability ofp(Z) ~ 1. the same value as for failures only.
The dashed curve (2) shows the impact of hot spots only.These findings are extremely link-specific. Figure 6(b)
It already decays at relative link loads lower thar= 0.2 shows the corresponding data for the link between Brussels
because some hot spots divert the traffic from the link armehd Frankfurt. The impact of hot spots is about the same,
reduce its load. However, such hot spot scenarios haveha impact of interdomain rerouting is weaker, but the inipac
very low probability. Therefore, their impact is not vigbbn of failures is significantly larger. Instead of 62% maximum
the logarithmic y-axis. The curve moves to the right mainliink utilization we observe about 116%. Thus, a common
in two different probability ranges that correspond to &ngoverprovisioning factor for all links is not appropriateytb
and double hot spots. Single hot spots have a probabilittye results of this analysis can be used for advanced cgpacit
of 2.85-10"° and double hot spots have a probability obverprovisioning. Some links require 3 times more capacity
8.14-10719. Triple hot spots have a probability smaller thathan under normal operation to be safe against overloade som
Pmin = 10710 and are not considered. A hot spot factor obther links require 6 times more capacity. Our analysis $ielp
fns = 2 at most most doubles the rate of an aggregate tm quantify this amount.
case of a single hot spot and it at most quadruples theAs an alternative to adding more capacity on a link, routing
rate of an aggregate between two hot spots. Therefore, timization may be applied. IP link weights can be set ihsuc
relative link load for networking scenarios with only hoosp a way that the relative loads of all links are as low as possibl
is bounded by the theoretical value 0.8, but the maximuboth in the failure-free scenario and in probable failursesa
observed relative link load is only 32%. That the upper bourfhis has been studied in [20]. Overload due to hot spots or
is not reached is due to the fact that at most one aggregmierdomain rerouting was not considered.
quadruples its rate in case of a double hot spot. Although4) Sensitivity Analysis w.rt. Hot Spot and Interdomain
single hot spots double the rate of several aggregates, Berouting AssumptionsA prerequisite for application of the
maximum link utilization stays even below 40% because @verload analysis in practice is an appropriate overloadeho
single link carries multiple aggregates and not all of thefior hot spots, interdomain rerouting, and failures. While th
have increased rates. impact of different failure probabilities was already smow
The dotted curve (3) shows the relative link load due tm Section IV-B.2, we illustrate the impact for differenttho
interdomain rerouting only. It moves to the right in the samspot and interdomain rerouting probabilities in the foliog:
probability ranges as the dashed curve because the pritgpabKigures 6(c) and 6(d) present the CCDFs for the links from
model for interdomain overload is the same as for hot spotoondon to Paris and from Brussels to Frankfurt in analogy
If either v or w is an interdomain rerouting location, theto Figures 6(a) and 6(b), but their underlying overload nhode
extraordinary traffic matrh increases the traffic ratg(v,w) assumes that a node experiences a hot spot or a interdomain
of an aggregate to thel + fir)-fold (i.e. 2) compared to the rerouting event for 24 hours per year each instead of just 15
normal ratec(v,w) or even to the(1+2- fir)-fold (i.e. 3) if minutes. The CCDFs for HS (2), IR (3), and failures, HS,
both v andw are interdomain rerouting locations. In contrasaind IR (1&2&3) now reflect the impact of single, double,
to hot spots, the traffic volume of the entire traffic matriband triple hot spots or interdomain rerouting locationsheesrt
increases. As a consequence, interdomain rerouting causesbabilities are 54103, 6.99-10°%, and 192-10°8.
larger load increases than hot spots. The maximum observe€omparing Figures 6(a) and 6(c), we see the impact of
relative link load is 44% instead of the theoretical uppeurmb the modified overload model for hot spots and interdomain
of 60% when both ends of an aggregate are interdomagrouting. The curves for hot spots and interdomain renguti
rerouting locations. The reason for this phenomenon is thee lifted towards higher probability ranges. As triple bpbts
same as in the case of hot spots. or interdomain rerouting locations are now also considered
The solid curve (1) shows the relative link load due twve see a third region at small probabilities where the dashed
failures only. It starts moving to the right at higher prottisibs and the dotted curves move towards higher relative linkdoad
than the curves for hot spots and interdomain rerouting,onlphe impact of triple interdomain rerouting locations is mor
because failures are more likely in our model than hot spotisible than the impact of triple hot spots. Figure 6(c) show
and interdomain rerouting. The three main decreases of that the potential overload caused by interdomain rergutin
curve correspond to single, double, and triple link faitureonly can be similarly high or even higher than the potential
Since the solid line is mostly above the dashed and the dotmeerioad caused by failures only. In addition, simultarseeou
line, failures are likely to cause stronger load increases t failures, hot spots, and interdomain rerouting can causiblyi
hot spots and interdomain rerouting. The maximum observidjher relative link load than failures only. Moreover, theve
relative link load is about 62%. (1&2&3) in Figure 6(c) reveals higher probabilities for dar
The dashed-dotted curve (1&2&3) shows the CCDF dink loads than the one in Figure 6(a) where hot spots and
simultaneous failures, hot spots, and interdomain remguti interdomain rerouting are less likely.
The figure shows that it can be above the curves for failuresThese observations are link-specific. Figures 6(b) and 6(d)
only, i.e., failures and simultaneous hot spots or inter@iom show that for some links such as from Brussels to Frankfurt
rerouting can cause higher potential overload than juktrizs. the relative link load due to failures is still a multiple dfet
However, this happens only with a very low probability. Theelative link load for hot spots and interdomain reroutimg i
maximum observed link utilization due to possibly combinesdpite of their larger probability. Also the effect of cométh
failures, hot spots, and interdomain rerouting is also 6286, failures, hot spots, and interdomain rerouting is almost th
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same as for failures only and the curve for (1&2&3) is not 6) Mapping Functions for Simple Overload Metric&ne
changed that much due to increased probabilities for hasspobjective of our resilience analysis is to identify linksath
and interdomain rerouting. are most likely to be overloaded. We propose three different
Hence, if hot spots and interdomain rerouting is rathéunctionsR(l) mapping the complex information of the CCDF
seldom and not stronger than the multiplicative hot spdbfac of the relative link load for a linkl to real numbers that
fus = 2 or the additive interdomain rerouting factig = 1, characterize its potential overload. These values may bd us
the relative link load due to failures is for most links aio compare the potential overload of different links and to
upper bound for overload due to other reasons. This suggdgentify those with the largest risk to be overloaded.
that it is most important to look at the required backup &) Mapping Function Based on Overload Probabilities:
capacity to carry rerouted traffic in failure cases in order ffhe network provider may use an overload thresholithat
safely overprovision a network with capacity. This capacitshould not be exceeded by the load of a link. Thus, we define
also suffices to accommodate traffic fluctuations due to hi¥e assessment function for potential overload on linky
spots and interdomain rerouting. Similar conclusions veése R:(1)=P(p(l)>r|Z). Note that this function depends on the
obtained in [4]. If the probability for hot spots and interdain value of the overload threshotd Table | presents the mapping
rerouting is larger, this result cannot be generalized. rApdesults forr €{0.3,0.6,0.9} and shows that the valueindeed
from that, more research regarding overload models is redui influences the ranking order for a few links. This is similar t
and empirical evidence is needed. the phenomenon in Figure 7.

5) Comparison of the CCDFs for Different Linksthe TABLE |
conditional CCDF of the relative loagl(l) of a link | contains ;1 \opinG FUNCTIONS BASED ON THE OVERLOAD PROBABILITYR (1).
the complete information about its potential overload.hié t = 0] o 00 T R
CCDFP(p(lp) >r|Z2) of a link Io lies for all utilization values id 1023 id r—06 id r—0.9
below the one of another link, then the risk of overload for Rom-Zag | 0.0089 | Rom-Zag | 0.0045 | Osl-Sto | 0.0042
lo is clearly smaller than fol;. However, Figure 7 shows that Fra-Str | 0.0088 | Osl-Sto | 0.0042 | Rom-Zag | 0.0031
this is not a monotone relation. It shows the CCDF of the 9SSt | 00069 ] Fra-Str | 0.0013 | Fra-Str | 0.0013
link utilization for the links from Munich to Vienna and from
Athens to Belgrade considering only network failures using b) Mapping Functions Based on Relative Link Load Per-
Pmin = 10710, For some utilization values, the link from centiles: The relative link load percentileRy(l) =argmin(r :
Munich to Vienna has a larger CCDF value than the link froR(p(l) <r|Z) > q) help to create a mapping function which
Athens to Belgrade (e.g.=0.5) and for some other relative depends on the percentile parametet @< 1. Table Il shows
link load values this is vice-versa (e.g=0.75). Therefore, the mapping results fog< {0.999,0.99999 and makes the
the CCDFs are difficult to compare. As a consequence, tdlependency oRy on the percentile parametgrobvious.

CCDF is not a suitable means to identify the links with the
highest risk to be overloaded in practice. Hence, a function TABLE

. . . . . . MAPPING FUNCTIONS BASED ON THE RELATIVE LINK LOAD PERCENTILE
is required to map the information given by the CCDF into
a single real number representing the risk of a link to be Ra(l)-

overloaded. This facilitates a simple comparison of linkthw "ifék fqo('gé “if;k j{*ggggg
regard to their potential overload. In the following sentiwe BUd-War q0_8'58 ZagVie g 1387

discuss different mapping functions for that purpose. Cop-Osl | 0.729 | Bud-War 1.267
Zag-Vie 0.425 Cop-Osl 0.923

10°

—Mun - Vie

CAth - Bel c) Mapping Functions Based on Weighted Relative Link

Loads: The above overload measures consider only a single
point of the conditional CCDF of the relative link logall),

but operators might wish to take the information of the entir
CCDF into account. We achieve this by weighting the CCDF
with a suitable weight functiomv(r):
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Rall)= [ P(p() >r|2) windr (14

and we choosev(r) — 10Pmiwe' e wherebyemnwg is the max-
imum logarithmic weight difference which is an arbitrary
parameter. This assessment function respects all relatie
- ‘ ‘ load values up tormax in the diagram. Thus, the ranking
0 0z 04 06 08 1 L2 14 depends O max and émwg. Table 1l shows the rankings for

Relative link load r
Fig. 7. Conditional CCDF of the relative load for the linksrn Munich to Fmax=1 andémiwa € {2’4’ 6} and makes the influence of the

Vienna and from Athens to Belgrade fpyn=210"1°. latter parameter explicit. _ _ _
The three proposed mapping functions define metrics for the

risk of overload on a link. Each of them depends on its typical
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=
o
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TABLE Il

into account. Overload is defined as relative link load large
MAPPING FUNCTIONS BASED ON WEIGHTED RELATIVE LINK LOADSRy(1).

thanr = 0.6. For better readability, we have discretized the

"i'zjk a:WSILZ "i'zjk aanWg'i' . "i'zjk %FTWS'L'G colors into only 3 values: light gray fop(p(l) > 0.6) <
Mun-Vie | 0.065 | MunVie | 0.094 | Fra-St | 0.550 0.0001, medium gray for.0001< p(p(l) > 0.6) < 0.002, and
Fra-Str | 0.034 | Cop-Osl | 0.053 | Mun-Vie | 0.141 dark gray for 0002< p(p(l) > 0.6). Thus, 7 links have a high
Cop-Osl | 0034 | FraStr | 0052 | Cop-Osl | 0.126 overload probability, another 6 links have a medium ovetloa

probability, and all other 28 links have only a low overload
probability. While changes of the critical relative link tba

parameter(s) leading to different link rankings. Theirutes Can change the overload order of some links (cf. Table I), we
are mainly the same, but we showed that the overload orderogfain at least similar plots for different mapping funato

at least some links depends on the parameters of the mapp';ﬁg parameters as long as we look at typical overload values.
functions. An operator needs to choose the most appropriate

mapping function and the corresponding parameter(s) ta@efi V. CONCLUSION

overload for his purpose. ) . .
In this paper, we proposed an analysis to assess potential

5 > 5T network unavailability and link overload due to exceptibna
. L - "1 events. In case of network failures, restoration and ptiotec
f TR e A © e ol switching mechanisms can reroute traffic from broken paths
3 SRR SN .’" to backup paths provided that the network is still physjcall
¢ i < f B 4 connected; otherwise the network becomes unavailable for
iR ) : some ingress-egress pairs. Traffic redirection increasdeoad
/ /. . : . and utilization on the links of the backup paths and may cause
. 4 [Glasgow % overload. This happens similarly in the presence of loedfitr

shifts within a network (hot spots) or in case of additional
transit traffic due to interdomain rerouting. The contribnt
of this paper is twofold.

The first contribution is an algorithmic framework for the
assessment of network unavailability and overload. Tha ide
of our analysis is to derive statistical results for netwark
availability and link overload from a probabilistic degation
of (1) network failures, (2) local hot spots, and (3) intardon
rerouting. The presented analysis is very general as itscope
Belgrade with different routing and resilience mechanisms and eabjt
. shared risk groups. Our approach requires the analysis of
a N different networking scenariog= (s,h) consisting of failure
. [Rome] : - scenarioss and traffic matriced. With a certain probability,
A ‘ " | each link and node of a network can fail, different hot spots
. can occur, and extra traffic can enter the network at any
border router. However, an exhaustive analysis of all jpbssi
networking scenarios is prohibitive due to limited caltigia
time. We solved this problem mainly by two approaches. First
Fig. 8. The colors of the links in the Nobel network indicateit potential ONly networking scenarios with a minimum probability @in
overload due to network failures: dark links are more likelybe overloaded; are respected in the analysis of potential overload such tha
in Ithis g)éample, overload is defined as the probability foatre¢ link load computation speed can be traded for accuracy, and upper and
p(l)>08. lower bounds are given for the approximated results. Second

we designed efficient algorithms that reuse intermediatelie

d) Potential Overload at a GlanceThe risk of overload in different computations.

in a network can be shown at a glance based on the overload’he second contribution is the graphical summary of the
metrics of the mapping functions. Our software tool traiesla vast amount of statistical data in order to make them compre-
the result of the mapping functioR(l) into a color value hensible which is necessary for resilience analysis intjg@c
which is used to display the corresponding links in th@o that end, we illustrated the application of the analysis f
topology. Our tool allows to choose any of the above proposéte topology of the European Nobel network. We proposed
mapping functions and the corresponding parameterg, different summary reports for network unavailability thests-
or eqmwg- Changing them does not require any further timely show the impact of topology changes on the network
consuming analysis because the stored CCDF of the relatiesilience. Potential overload of a link is presented by the
link loads are sufficient to calculate new link colors. complementary cumulative distribution function (CCDF)itsf

Figure 8 shows an example using the mapping functioelative load. Sensitivity studies showed that the redaltshe
based on overload probabilities taking only network fakr unavailability analysis significantly depend on estimdfas

‘[Milan},

s Lyon
Bordeaux

-
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link and node unavailabilities while the results for the twad
analysis mainly depend on estimates for link unavailaegit
Failures have probably a larger impact on the expected over-
load than increased traffic rates due to hot spots or inteaifom[13]
rerouting, but more research on overload models is required
and empirical data are needed. The CCDF of the relative lit
load carries the full information about potential link oled.
However, CCDFs are difficult to understand and compare, so a
single number indicating the risk of a link to be overloaded 5]
desired. We proposed different mapping functions thateserv
as definitions for the risk of a link to be overloaded. Thés6]
individual methods and their parameterizations have amahp

on the exact overload order of links. The result of thesegr
mapping functions allows to draw network maps where the
color of the links characterizes their potential overloauich
can be easily interpreted by network engineers.

After all, the proposed resilience analysis and the vigaali
tion of its results can assist network and service providéts
the operation of their networks. Our software tool givestsin
for appropriate availability values which are useful foe thi20]
definition of feasible SLAs. It detects underprovisionatk$
before overload occurs, it supports economic capacitypvaer (21]
visioning, and it predicts the impact of potential infrastiure
changes or upgrades on the resilience of the network.

(12]

(18]

(29]
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