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Abstract

Pre-congestion notification (PCN) in IP networks uses packet meterchgarking within

a PCN domain to notify its egress nodes whether link-specific admissible podaple
rate thresholds have been exceeded by high priority traffic. Basedsonfitrmation sim-

ple admission control and flow termination is implemented. The latter is a new flow con
trol function and useful in case of overload through high priority traffiich can occur

in spite of admission control, e.g., when traffic is rerouted in failure casesliéht ad-
mission control admits only so much traffic that admitted traffic can be reroutbdwy
causing congestion on backup paths in case of a likely failures, e.g., Birigfailures.

We propose algorithms to configure the link-specific PCN rate threshodifsteat re-
sources are utilized efficiently and fairly by competing traffic aggregakeie meeting re-
silience constraints. This is done for the single and dual marking PCN archigevhereby
the single marking case is more demanding since it requires that the suppoatebs a
fixed multiple of the admissible rate on all links within a single PCN domain. Furthermor
we derive objective functions to optimize the underlying routing systemdtir bases. Our
performance results for various network types show that the dual nggPkiiN architecture
leads to significantly better resource efficiency than the single marking Pe&iNexture.

Key words: Routing optimization, resilience, admission control, QoS

1 Introduction

Internet service providers (ISPs) recently offer increlagecess speeds, e.g., by
digital subscriber lines (DSL), cable TV (CATV), and fiber teethome (FTTH).

This work is funded by Nortel Networks, Ottawa, and Deutsche Forsgggemeinschaft
(DFG) under grant TR257/18-2. The authors alone are responsibted content of the
paper.

Preprint submitted to Elsevier Science 1 January 2009



These technologies significantly increased the traffic malun carrier networks
and in 2005, the major traffic in Japan was already produceddigiential users [1].
Popular video services like YouTube produce large traffiuwes, but are only
weak precursors of high-quality IP-TV services. They pnésechallenge for ISPs
which need to offer triple play, i.e. the integration of tmarisport of data, voice,
and video. However, the resource management for triple ipdmpmes more and
more difficult due to the emerging interactive Web 2.0 siresidential users also
become content providers. In particular, [2] has showndbate normal users get
accustomed with new services, change access technolegié)ecome “heavy
hitters” and hence the majority of the overall traffic is puodd by a minority of
residential users.

Today, ISPs rely on capacity overprovisioning (CO) to suppoality of service
(QoS) in terms of packet loss and delay. In [3] admission red{AC) was pro-
posed for IP networks, but so far such techniques are appfisdocally, they are
rarely in use, and not deployed in core networks. Howeveretlis a firm belief
that next generation networks require some form of QoS assarsuch as AC to
enable services that cannot be provided with CO [4]. Conveali&C prevents
overload due to increased user activity. If congestion mxau core networks, it
is mainly caused by failures and redirected traffic, and ¢mlg minor degree by
increased user activity [5]. Thus resilient AC is requiredttadmitted traffic can be
rerouted in likely failure scenarios without causing caostgm on backup paths [6].
In other words, both AC and CO require backup capacity to prte®eS violations
due to backup traffic in case of failures. In case of CO, thikbpcapacity can be
used to accommodate both moderate fluctuations of the trafftcix and backup
traffic. As a consequence, there are no significant bandwatings when AC is
used instead of CO for QoS provisioning [7]. However, the dyicabehavior of
users and services sketched above leads to an unpredigtabiiuture demands
such that QoS provisioning remains difficult. Thereford?4$ee the need for AC
to offer premium services over integrated IP networks inftiere.

The Internet Engineering Task Force (IETF) currently warks'Congestion and
Pre-Congestion Notification” (PCN) [8] with the objective tarsdardize feedback-
based admission control (AC) and flow termination (FT) forhhmgiority PCN
traffic for single DiffServ domains [9]. Each linkof a so-called PCN domain is
associated with an admissible and a supportable rate ticeghR(l), SR1)) and
the egress nodes of the domain are notified via appropriateiked packets if
these thresholds are exceeded by high-priority PCN traffics feedback is used
to implement AC and FT. Various packet marking schemes asaseAC and FT
methods are proposed [10]. Some proposals provide two mgtand marking
schemes [11, 12], to control the admissible and the suppertate independently
of each otherdual marking PCN architecture, DM-PQNOthers provide only
a single metering and marking scheme [13, 14] that controlg the admissible
rate Gingle marking PCN architecture, SM-PECN hey implicitly assume that the
supportable rat8R|) of a link | is a fixed multipleb of its admissible rat&R(I)



in the entire PCN domain

SRI) =b-AR(). Q)
As a consequence, egress nodes can infer from the ratio ékechand unmarked
traffic whether only the admissible or also the implicit sogpble rate is exceeded
on some link. We call the parametethe “backup factor” as it controls the relation
of primary and backup capacity on the links. The advantagM{fPCN is that
it needs fewer codepoints in the IP header for packet markimyless metering
and marking support by routers. Its disadvantage is thatt@ons(1) limits traffic
engineering capabilities and makes the configuration ofdkethresholds harder
when resource efficiency is an objective. In addition, itloet work well with
multipath routing and when single edge-to-edge aggregatey only little traffic
[10].

This work investigates the rate threshold setting problenmPICN-based AC and
FT. Furthermore, it proposes objective functions for nogitoptimization in re-

silient PCN networks. Performance results compare the res@ificiency of DM-

PCN and SM-PCN with and without routing optimization for a kasgt of sample
networks. The algorithms presented in this study also sereenfigure and opti-
mize PCN networks in practice.

The paper is structured as follows. Section 2 reviews relaterk showing the
historic roots of PCN and similar AC approaches. Section ®thices PCN and
explains how AC and FT work in the single and dual marking PCdhigéecture
(SM-PCN, DM-PCN). Section 4 proposes algorithms to set theissiohe and sup-
portable rate thresholds appropriately for resilient AG:tlea 5 provides objective
functions to optimize IP routing in order to maximize the askible protected traf-
fic. Section 6 compares the resource efficiency of SM-PCN andHIMI for a
large set of networks with different characteristics. Fin&ection 7 summarizes
this work and draws conclusions.

2 Related Work

We review related work regarding random early detection (RERplicit conges-
tion notification (ECN), and stateless core concepts for Athag can be viewed
as historic roots of PCN.

2.1 Random Early Detection (RED)

RED was originally presented in [15], and in [16] it was recoemued for de-
ployment in the Internet. It was intended to detect incipierk congestion and
to throttle only some TCP flows early in order to avoid sevenmegestion and to



improve the TCP throughput. RED measures the average buffepatonavgin
routers and packets are dropped or marked with a probattifityincreases linearly
with the average queue lengihig

2.2 Explicit Congestion Notification

Explicit congestion notification (ECN) is built on the idea RED to signal in-
cipient congestion to TCP senders in order to reduce thedisgwindow [17].
Packets of not-ECN-capable flows can be differentiated byat-BECN-capable
transport” (not-ECT, ‘00’) codepoint from packets of a ECNpahle flow which
have an “ECN-capable transport” (ECT, ‘10, ‘01’) codepointcase of incipient
congestion, RED gateways possibly drop not-ECT packets wingg just switch
the codepoint of ECT packets to “congestion experienced” (CE) instead of
discarding them. This improves the TCP throughput sincegtaekransmission is
no longer needed. Both the ECN encoding in the packet headeharimehavior
of ECN-capable senders and receivers after the receptiomafked packet is de-
fined in [17]. ECN comes with two different codepoints for ECTHO) (‘10") and
ECT(1) (‘01’). They help to detect cheating network equipin@nreceivers [18]
that do not conform to the ECN semantics. The four codeponeteacoded in the
(currently unused) bits of the differentiated servicesegmint (DSCP) in the IP
header which is a redefinition of the type of service octet.[TBe ECN bits can
be redefined by other protocols and [20] gives guidelinesHat. They are likely
to be reused for encoding of PCN marks.

2.3 Admission Control

We Dbriefly review some specific AC methods that can be seerresiftners of the
PCN principle. They measure the rate of admitted traffic o éiak of a network
and give feedback to the network boundary if that rate exc@egre-configured
admissible rate threshold. Thereby, no per-flow resematieeed to be kept for a
link and the network core remains stateless. This is a keggstp of PCN-based
AC.

2.3.1 Admission Control Based on Reservation Tickets

To keep a reservation for a flow across a network alive, irggr@sters send reserva-
tion tickets in regular intervals to the egress routererimediate routers estimate
the rate of the tickets and can thereby estimate the expéxed If a new reser-

vation sends probe tickets, intermediate routers forwlaethtto the egress router
if they have still enough capacity to support the new flow dmel égress router



bounces them back to the ingress router indicating a suctesservation; other-
wise, the intermediate routers discard the probe tickedslaa reservation request
is denied. Periodic reservation tickets do not need to beesgalicitly, their infor-
mation can also be conveyed in form of some markings in nodatd packets.
Several stateless core mechanisms work according to #ag’l—23].

2.3.2 Admission Control Based on Packet Marking

Gibbens and Kelly [24, 25] theoretically investigated AGéd on the feedback of
marked packets whereby packets are marked by routers basgdidual queue
with configurable bandwidth. This core idea is adopted by P@arking based on
a virtual instead of a physical queue also allows to limitatiezation of the link
bandwidth by premium traffic to arbitrary values between @ &800%. Karsten and
Schmitt [26,27] integrated these ideas into the IntSemwéaork and implemented
a prototype. They point out that the marking can also be bass¢de CPU usage of
the routers instead of the link utilization if this turns datoe the limiting resource
for packet forwarding. An early version of a PCN-like AC hasbeeported in [28].

2.3.3 Resilient Admission Control

Resilient admission control admits only as much traffic dbcgtn be carried after
rerouting in a protected failure scenario [7, 29]. This isessary since overload
in wide area networks mostly occurs due to link failures aotddue to increased
user activity [5]. It can be implemented with PCN by setting #idmissible rate
thresholds low enough such that the rate of PCN traffic on aisindwer than its
supportable rate threshold after rerouting.

3 PCN-Based Flow Control

This section illustrates the basic idea of PCN-based adomssintrol (AC) and
flow termination (FT) using the nomenclature of [10]. An exdenillustrates how
PCN-based AC and FT fit into the overall Internet structurer&/&ew how AC can
be implemented based on appropriate metering and markinegrses. FT methods
may reuse the marking scheme for AC or require their own. [Blaids to the defini-
tion of asingle and dual marking PCN architecture (SM-PCN, DM-PONg show
how PCN-based AC and FT can be used to implement conventiodalesilient
AC. Finally, we explain the threshold setting and routingmptation problem for
resilient PCN-based AC and FT which is the focus of this work.



3.1 Pre-Congestion Notification (PCN)

PCN is intended for use in DiffServ networks and defines a naffidrclass that
receives preferred treatment by PCN nodes. It providesnmdtion to support AC
and FT for this traffic type. PCN introduces an admissible asd@portable rate
threshold AR(l), SR1)) for each linkl of the network which imply three different
link states as illustrated in Figure 1. If the PCN traffic nefle is belowAR(l), there
is no pre-congestion and further flows may be admitted. IRG&l traffic rater (1)

is aboveAR(l), the link is AR-pre-congested and the traffic rate ab@M&(l) is
AR-overload. In this state, no further flows should be admittethe PCN traffic
rater(l) is aboveSR]1), the link isAR- and SRpre-congested and the traffic rate
aboveSR]|) is SRoverload. In this state, some already admitted flows shbald
terminated.

4 Pre-congestion Impact on
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Fig. 1. The admissible and the supportable r&R((),SR1)) define three types of pre—
congestion concerning the PCN traffic rafe) on a link.

PCN traffic enters a PCN domain with a “no-pre-congestion” (dtRdepoint. PCN

nodes monitor the PCN traffic rate on their links and re-magkdbdepoints of
the packets depending on the pre-congestion states oflthkseThe PCN egress
nodes evaluate the packet markings and their essence ida@pgo the AC and

FT entities of the network such that they can admit or block flews or even

terminate already admitted flows. Therefore, this conceptlled pre-congestion
notification.

3.2 Application of PCN in the Internet

There are different mechanisms for QoS support in the futuernet. Some do-
mains use extensive capacity overprovisioning for alfitaDthers enable RSVP
[30] in all nodes granting prioritized forwarding to flows tiindividual reser-



vations according to the IntServ principle [31]. DiffSerlies on traffic prioriti-
zation for high priority traffic that is identified by an appraate DiffServ code-
point and hence per-flow reservations are not required .at@lbrotect a network
against overload, AC is required and flows must be indiviguatated at least at
network boundaries. The IntServ-over-DiffServ concepf j[govides a controlled
load (CL) service over DiffServ networks using per-flow AC la¢ ingress nodes
of a domain. The CL service offers the same QoS a flow wouldvedsm lightly
loaded network elements [33] and is useful for inelastic #iosvg., realtime media.
PCN can be used to implement AC and FT in those networks. A quesite is
that admission requests for high-priority traffic are teged by end-to-end signal-
ing protocols such as SIP, RSVP, or similar mechanisms fdr #aw. Depending
on the network-specific QoS support, this signalling is eespd or ignored. This
is depicted in Figure 2. The PCN ingress node of a PCN region g s AC
entity and admits or blocks admission requests.
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Fig. 2. PCN-based AC guarantees a controlled load (CL) service olif&erv region
and per flow admission requests to the PCN domain are triggered by exdegnalling
protocols.

3.3 PCN-Based Admission Control

AC methods require that routers mark PCN traffic on links iesad®CN domain
when they areéAR-pre-congestedExhaustive markingnarks all PCN packets in
that case with “admission-stop” (AS) whigxcess markingharks only those PCN
packets that exceed t#R of the respective link. The currently preferred AC and
FT methods work on aggregated feedback from ingress-eggggegates (IEAS)
[9] and an admission state indicatiagmit or blockis kept per IEA. If the IEA is
in theadmit state, new flows fitting into this IEA are admitted, otherwiisey are
blocked. PCN egress nodes classify PCN packets accordingitoRE&N ingress
nodes and evaluate their markings per IEA. At the end of a area®ent interval,
the egress nodes compute the congestion level estimate (C&Bhe fraction of
AS-marked packets. If the CLE exceeds an upper thresTﬁiéoP, the admission
state is turned tblockand if it falls below a lower thresho55°™, the admission



state is turned t@dmit To that end, admission-stop or admission-continue mes-
sages are sent to the AC entity of the network. Some propasalthis CLE-based
AC (CLEBAC) in combination with exhaustive marking [11, 12]dasome others
with excess marking [13, 14]. There are other methods for P@ded AC [34], but
they are not needed for this study.

3.4 PCN-Based Flow Termination

FT is a new flow control function protecting the network agacongestion caused
by already admitted traffic. At first sight, FT does not seerh@émecessary when
the admission of new PCN flows is controlled. However, admhittaffic can lead
to severe overload such that it is beneficial for the netwotietminate some flows
when the PCN traffic rate exceeds tB® of a link. SRoverload occurs due to
various reasons. (1) In failure cases admitted traffic caretmrited and cause con-
gestion on the backup path. (2) Already admitted flows maygeaheir typical
behavior and switch from low bit rates to high bit rates. (B)ws are possibly
admitted before the effect of previously admitted flows iteited by the mark-
ings and so overload can occur. This is likely in case of flaslwvds when lots of
flows request admission within short time. For all theseorast makes sense to
deploy FT in a network that already uses AC for the admissiomew flows. FT
mechanisms may reuse the marking required for AC or they m@yire their own
marking scheme. This leads single and dual marking PCN architectures (SM-
PCN, DM-PCN) Various FT algorithms exist and a survey is given in [10]tHa
following we present only two simple examples showing howorrks with SM-
and DM-PCN.

3.4.1 Flow Termination with Dual Marking

DM-PCN uses two metering and marking algorithms. The AC nettequires ex-
haustive marking based on the admissible rate as referatecas described above.
The FT method requires excess marking based on the supleardsd as reference
rate. As a consequenc®&Roverload is marked with “excess-traffic” (ET). To im-
plement FT, the egress node determines the rate of ET-mar&ki#id (ETR for
each IEA and triggers the termination of appropriate flows¥the IEA to quickly
reduce the PCN traffic rate dyT Rin order to removeéSRoverload. The mecha-
nisms in [11, 12] work similarly.

3.4.2 Flow Termination with Single Marking

SM-PCN uses only a single metering and marking algorithm. ABemethod
requires excess marking based on the admissible rate asneéerate. The FT



method does not need another marking algorithm, it justireguhat the support-
able rates are fixed multiples of admissible rates (cf. Equdtl)). To implement
FT, each egress node determines the rate of AS-marked ardSronarked traffic

(ASR nASR per IEA. If the overall PCN traffic rateASR+ nASR is larger than

b times the fraction of non-AS-marked traffic-NASR< ASR+ nASR, some link

wasSRpre-congested. Thus, the rate to be terminated from thasEA

TR=max0,ASR+ nASR-b-nASR = max0,ASR- (b—1)-nASR. (2)

The mechanisms in [13, 35] work similarly.

3.4.3 Pros and Cons of Single and Dual Marking

As mentioned above, SM-PCN requires less support in routens DM-PCN.
Furthermore, SM-PCN re-marks NP-marked packets only to fsslon-stop”
(AS) while DM-PCN re-marks NP-marked packets to “admisstop” (AS) and
“excess-traffic’ (ET). Thus, DM-PCN requires more codepmiitt the packet
header than SM-PCN and is, therefore, harder to implemerddayts Internet
as free codepoints in the IP header are a scarce resourcaalhyldvailable. How-
ever, SM-PCN does not work well with multipath routing [LOja&AC methods do
not work well with small IEAs. They react with significant dglwhen the packet
rate of the IEA is small because excess marking AS-marksasiyall fraction of
the traffic. Small IEAs are not negligible because they apeeted to be the major-
ity of IEAs in future core networks [36]. Nevertheless, SN currently seems
to be the preferred option in the standardization process.

3.5 Conventional and Resilient Admission Control with and witléow Termi-
nation

We discuss the use of conventional and resilient AC with aitldout FT.

3.5.1 Conventional AC

The objective of conventional AC is to block new flows to avoigrload created
by users. Almost the full link bandwidth can be used to cargppriority traffic as
long as delay bounds are respected. As a consequence, tissidmrate threshold
AR(l) of a link | can be set close to its bandwidtfi) when the traffic is smooth
enough.



3.5.2 Resilient AC

In case of failures, traffic is possibly rerouted and can teambngestion on backup
paths. In fact, this is the major reason for congestion iaytdinternet. As shown
in [5], only 20% of the congestion observed in core netwonkes Gaused by in-
creased user activity, but 80% of the congestion is causerhffic which is redi-
rected due to failures. Conventional AC cannot guarantee f@o&uch cases, but
this can be achieved by resilient AC [6, 7]. We call the fakifor which no con-
gestion should occur protected failures. Only a fractiotheflink bandwidth can
be used to carry primary traffic since the remaining fractsorequired for backup
purposes in case of protected failures. This needs to bectspby AC, andAR-
thresholds must be set low enough.

3.5.3 Conventional AC with FT

Conventional AC cannot avoid overload situations in casediies. Therefore,

it may be combined with FT. The supportable ra$#%l) are also set close to the
link bandwidthc(l), but larger tharAR(I ). Some safety margin is required between
AR(l) and SR]1) to avoid unwanted termination of admitted traffic and betwee
SRI) andc(l) to avoid slow flow termination. In case of a failure, a largemu
ber of admitted flows are possibly terminated. This may bepiable for some
applications and unacceptable for others.

Networks using conventional AC with FT can be provided witiffisient backup

capacity. The difference to resilient AC is that almost there link bandwidth can

be used to admit new traffic. This has two implications. Onathe hand, it reduces
blocking when more traffic than expected requests admis§arthe other hand,
if more traffic than expected is admitted, the capacity orkbpgaths might not
suffice in failure cases and hence flows must be terminateas, Tesilient trans-
port services cannot be provided for admitted traffic. Havethey are desirable
for demanding applications such as tele-medicine or teferol of industrial ap-

plications.

3.5.4 Resilient AC with FT

Resilient AC admits only as much traffic as can be carried witloS degradation
over the network after rerouting in case of protected faguHowever, unlikely
failures can happen for which backup capacity does not suffiberefore, FT is
also a desirable function in combination with resilient A@Qa#n, theSRthresholds
may be set close to the link bandwidths with a safety margiratdsc(l) in order
to guarantee a sufficiently fast termination procéd®thresholds are set to lower
values. In contrast to conventional AC with FT, a flow is nkély to be terminated
once it is admitted such that resilient transport serviegshe offered.
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3.6 Threshold Configuration and Routing Optimization

When PCN-based AC is configured for conventional non-resilfgd, the AR
thresholds can be set to almost the link bandwidth and noistigated algorithms
are required. Resilient AC in general is more difficult. In 38] algorithms are
provided to calculate tunnel-specific capacities for aliergi tunnel-based AC.
However, this solution cannot be applied for resilient PGiddal AC. Resilient
PCN-based AC requires the computation of link-sped¥iR and SRthresholds.
They must be set in such a way that admitted traffic can be avoalated after
rerouting in case of protected failure scenarios withoumhdpéerminated. In case
of DM-PCN, only AR-thresholds need to be calculated becabiR¢hresholds can
be set close to the link bandwidth independently of corredpam AR-thresholds.
This is different for SM-PCN because tB& andAR-thresholds are connected via
Equation (1) which makes the threshold assignment problene complex.

The amount of traffic that can be carried over a network dunioignal operation
and after rerouting in protected failure cases dependserotlting and rerouting
function. Moreover, more flows can be carried when they héneter paths. To
be independent of this issue, we consider for throughputimmaation problems
the fraction or multiple of a traffic matrix that can be sugpdrby a network.
In [38], we provided heuristic methods to optimize IP rogtio maximize the
protected transport capacity for a fraction or multiple ajieen traffic matrix. It

is applicable in DM-PCN, but not in SM-PCN because SM-PCN reguihat the
ratio of primary and backup capacity is exacﬁﬁyi. Thus, IP routing optimization
is more complex for SM-PCN than for DM-PCN and new objectivecfions are

required.

This work develops simple algorithms for the thresholdisgtand routing opti-
mization problem to provide traffic engineering for resilid?CN-based AC and
FT, both for DM-PCN and the more complex SM-PCN. Moreover, &perance
study quantifies their difference in the ability to use natw@sources efficiently.

4 Threshold Configuration for PCN-Based Flow Control

In this section we propose simple and improved algorithmgHe configuration

of the AR- and SRthresholds for SM- and DM-PCN. The simple algorithms set
thresholds in such a way that the same fraction of all expecigress-egress ag-
gregates can be admitted as high priority traffic. This godgdeaves some of the
link capacities unused. Therefore, the improved algoritistnive for a higher re-
source utilization while implementing max-min fairnes8][@mong ingress-egress
aggregates with regard to their admissible rates. Thisnsetually similar to the
problems treated in [6, 37, 40] but significantly differs lglinical constraints. We
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illustrate the effect of the simple and improved algorithmgshumerical results.

4.1 Test Environment and Nomenclature

For our study, we use the Labnet03 network given in Figurg\8ith equal capacity
links. We assume a traffic matrix proportional to the cityesiz(v) which are given
in Figure 3(b). We use this wide-spread gravity model beeafsits simplicity
although recent research has shown that other models aeerealistic [41, 42].
However, our findings do not depend on the accuracy of thidragtrix. Explicit
formulae for the gravity model are given in [6, Equation 3.41

Name(v) n(v) [10°] Name(v) ) [10°]
Atlanta 4112 Los Angeles 9519
Boston 3407 Miami 2253
Buffalo 1170 New Orleans 1338
Chicago 8273 New York 9314
Cleveland 2250 Orlando 1645
Dallas 3519 Phoenix 3252
Denver 2109 San Francisco 1731
Houston 4177 Seattle 2414
Kansas 1776 Toronto 4680
Las Vegas 1536 Washington 4923

(a) Topology. (b) Population.

Fig. 3. Labnet03 is the experimental network of the KING project [6] aad imspired by
the topology of the former North-American UUNET network.

A network is given by its grapliy, &), whereV is the set of nodes anfl is the

set of unidirectional links. The capacity of a likc £ that can be used for the
transmission of high priority traffic is denoted bf} ). The flows between any two
routersv,we ) constitute an ingress-egress aggregate (IgAhose rates(g) (or
c(v,w)) is given by the traffic matrixg is the set of all IEAs. We want PCN-based
AC to prevent congestion in the presence of a%ef protected failure scenarios.
A failure scenariose S is described by the set of failed network elements and
hences=0 is the failure-free scenario. In our performance stydiesomprises the
failure-free case as well as all single link and router faitu

Routing in IP networks depends on virtual link costs and tagfforwarded along
least-cost paths. We represent the network-wide link dogi vectork with one
entry for each link € £. Standard link costs are defined by the hop count metric,
i.e., all link costs are set to on& £ 1). They are default in this section while the
link costs are modified in Section 5 to optimize the routing.

Routing also depends on the failure scenarizecause network failures lead to
rerouting. We describe the routing by the functigg, |, s, k) indicating the fraction
of IEA gbeing carried over linkin failure scenari®. Throughout our study, we use
only single-path routing taking the next hop with the lowl&sin case of equal-cost
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paths. Thus, the routing function then yields O or 1. This isasonable decision
because some methods for PCN-based AC and FT do not work villhwiltipath
routing. In our computations, we often need the relativel loavirtual utilization
of a link | in a failure scenari®, its maximum over all linkg € &, its maximum
over all failure scenarios € S, and its maximum over all linkse€ £ and failure
scenarios € S:

2056 c(9)-u(g,l,sk)

p(l,s k)= =) : 3)
Pnax(S:K) =max(p(l,$,)). (4)
Pnax(1,K) =max(p(l,s k), (5)

Prax(k) = max (p(l,s k). 6)

I

4.2 Simple Assignment of Admissible and Supportable RagsHAdids

We present a simple, intuitive algorithm to set the admissiind supportable rate
thresholdsAR(l) and SR|1) for PCN-based AC and FT. The required inputs are
the network bandwidths(l),| € &, the traffic matrixc(g),g< G, and the routing
u(g,l,s,k). The objective is to set the AR-thresholds in such a way tHdE&ls

g can send the same maximum multigiék ) of their expected rates g) without
causing congestion in protected failure scenasiesS after rerouting. In the fol-
lowing, we call this maximum multipler(k) the “scaling factor”. It is the metric
for the performance comparison.

4.2.1 Dual Marking PCN Architecture

The largest link utilization in the network including proted failure scenarios is
pr‘%‘-ﬁ((k). Therefore, scaling the traffic matrix by

1.0
O-DM(k):PriTx(k) (7)

prevents the virtual link utilizatiop(l, s, k) from exceeding 100% in any protected
failure scenaricce S. Therefore, we compute th&R- and SRthresholds for DM-
PCN
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geg
SRU:O'(k)I’?e%X(Z C(g)U(g,|,S,k)> 9)
geg

by scaling the expected link loads under failure-free oj@naand their maximum
over all protected failure scenarios wittik ) = opv (k). With the proposed thresh-
olds, the traffic fractioro (k) of all IEAs can be admitted and the largest relative
link load is at most 1.0 in any protected failure scenarosS.

The traffic matrix is only a long-time expectation for plamgipurposes, but short-
time variations can occur. WithR-thresholds configured according to Equation (8)
AC can admit more traffic for a particular IEgthano (k) - ¢(g) and less of another.

If this happens, some traffic is possibly not protected amit@enay be terminated
in case of a very special failure scenario. This observatads for PCN-based AC
and FT in general and is not specific to our algorithms.

4.2.2 Single Marking PCN Architecture

We set theAR- and SRthresholds for the single marking architecture in a simila
way. Without AC, the maximum link utilization in all protectdailure scenarios
IS pﬁ,g&(k); a maximum link utilizationpf,,,(0,k) is observed in the failure-free
scenario and Constraint (1) requires that up tol#meultiple of this traffic needs
to be accommodated in failure scenarios; otherwgsepre-congestion cannot be
detected. When scaling the traffic matrix with

10
max( piuax(k). b- pax(0.K) )

O'SM(b, k) = (20)

neither the virtual link utilizationg(1,s,k) nor the expressioh- p(l,0,k) exceed
1.0 and at least one of them is exactly 1.0 for at least ond &k and failure sce-
nariose S. Finally, theAR- andSRthresholds can be set according to Equation (8)
usingo (k)= oswm(b,k) and to Equation (1).

4.2.3 Comparison

The scaling factoo (k) expresses the multiple of the traffic matrix that can be ad-
mitted as protected priority traffic. Therefore, it is a abie measure to compare the
efficiency of SM- and DM-PCN. Initially we choose the overadlffic load in the
network such that we get a scaling factoragfy (1) = 1.0 for DM-PCN. For SM-
PCN the scaling factoosy(b, 1) depends on the backup factmand Figure 4(a)
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illustrates that it decreases with increasmd he optimum backup factor is

best(K) = max( ——=-——~ | . (11)
lee \ p(l,0,k)
12
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(a) Scaling factora(k) depending on the (b) CDF of AR- and SRthreshold sizes rel-
backup factoth. SM-PCN is resilient only ative to the respective link bandwidths.

Fig. 4. Simple threshold assignment for SM- and DM-PCN. The routing isdbas the
hop count metrigk =1).

For backup factord smaller thanbpes(k), SM-PCN is not resilient: théAR-
thresholds are set low enough that the link capacity wilfisefto carry rerouted
admitted traffic, but th&Rthresholds are possibly set to too low values such that
some flows will be unnecessarily terminated in protectethf@iscenarios. For
backup factord larger thanbpes{k), SM-PCN is resilient, but the large backup
factor reserves too much backup capacity resulting in @naR-values such that
AC is less efficient. The best backup factor for the expertalesetting in the Lab-
net03 isbpes(1) =31.25 and leads to a scaling factor @fy(bpesi(1),1) =0.0445.
Thus, SM-PCN can carry only 4.4% of the traffic that can be stupddoy DM-
PCN.

We choose the backup factbrfor SM-PCN according to Equation (11) in the
following experiment. Figure 4(b) illustrates the impa€tSM- and DM-PCN on
the AR andSRthreshold sizes achieved by the above algorithm. The figluogvs
the cumulative distribution function (CDF) of the thresheides relative to the re-
spective link bandwidths. The x-axis indicates the praparof link bandwidthx
and the y-axis indicates the percentage of links for whigéhredativeAR- or SR
threshold sizeﬁ%) and%')) are smaller than or equal o Both SM- and DM-
PCN have at least orfeRthreshold using 100% of the respective link bandwidth.
This shows that scaling factoogv (1) andoswu(b, 1) cannot be further increased.
The AR-thresholds are substantially smaller than 8fthresholds, especially for
SM-PCN, which is due to the large backup fadbdhat cannot be decreased with-
out losing the resilience property of the AC. The averagetivelsize of theAR-
thresholds is 14.94% for DM-PCN while it is only 0.67% for SNGR. Thus, SM-
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PCN can admit only very little high-priority traffic with régnce requirements.

4.3 Improved Threshold Assignment of Admissible and StgigerRates

In the section above, all IEAs were associated with the sarakng factoro (k)
which was used to set th®R- and SRthresholds based on Equation (8), (9), and
(1). We introduce now IEA-specific scaling factarég, k), i.e., the scaling factors
of some IEAs can be increased if enough resources are deailfiis leads to
largerAR- andSRthresholds and allows better usage of link bandwidths.

The basic idea is as follows. ThER-thresholdAR(l) limits the admissible rate
for all IEAs being carried over a specific link They can be scaled up to a
certain valueo(l,k) if their rate is not limited by other thresholds, yet. Thus,
o(l,k) indicates the competition for resources on linka low value ofo(l,k)
expresses scarce resources while a large value(lok) expresses abundant re-
sources. Consider an IEf and its pathp(g). The IEA-specific scaling factor
0(g,k) =minic g (0(l,k)) is the minimum scaling factor of the links in the path
of g. Limiting the rate ofg according to this scaling factor assures that the capacity
of the bottleneck link of its path is shared fairly among tloev8 competing for this
link. Conversely, to limit a scaling factar(g, k) for a certain IEAg, at least one
AR-threshold of the links along its path(g) needs to be set to a sufficiently low
value.

4.3.1 Dual Marking PCN Architecture

Algorithm 1 determines iteratively the IEA-specific scalifactorso(g, k) for all
IEAs g€ G and sets the link-specifidR-thresholds. Before we explain the algo-
rithm, we need some nomenclature and auxiliary functions.

We call an IEAg “fixed” if its scaling factoro(g, k) is already determined; other-
wise we call it “free”. The set of all fixed and all free IEAs isrbted byGtixeq and
Gtree- The set of IEAs with traffic routed over a specific lihkn a specific failure
scenaricsis denoted by (1,s)={ge G : u(g,l,s,k)>0}. Ifalink | carries a certain
set of fixed and free IEAs in a specific failure scenaithe capacity left over by
the fixed IEAs can be shared among the free IEAs. Thus, we damlate an upper
bound on the link- and failure-scenario-specific scalingdao (1, s,k) by

C(I) - Zgégfixed O-<g’ k) ’ C(g) ' U(g, I 'S, k)

0(|7S7k) = ZQEQﬁeeC(g) .u(g,|7s’k)

(12)

if link | carries at least one free IEA. Furthermore, we determinesitielest free

scaling factoro, "*®(k) by
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Input:  G,G(l,s)

Gtree= gagfixed 0 gflxed 0
while Gtree #* 0do

Calculateo, (k) according to Equation (13)
B=0 {Collectall bottlenecked IEAs i3}
forall se S,l € £do
if a(1,5,k) = a"°%(k) then
forall g€ Gfreedo
if u(g,l,s k) > 0then
B=BuUg
end if
end for
end if
end for
while B+#0do {Enforce scaling factoo, ®(k) for bottlenecked IEA
by setting AR-thresholds small enough.
choose appropriatg € B

choose appropriaté € £\ EAR 4 u(g*,1,s,k) >0
AR( ) degﬂxed (g7k) (g) (g7|* 07k>+

O-nf':;ﬁe( ) ' zgegfree C(g) : U(g, I *7 0; k)
gflxed EflxedUI*
forall g€ (G(I*,0) N Gsree) do
o(g.K) = oK)
B=B\g
Gtree=Gtree\ 0
Gtixed = GtixedJ g
end for
end while
end while

L")

Output: Scaling factorsr(g, k) for ge G, threshold sizeAR(I) for
I e gflxed

Algorithm 1: Computation of improved AR-thresholds.

free ;
i (K) = l,s k 13
Tnin (K) = e qesiaml o ogy (O(1:S5K)) (13)

among the combinations ¢f, s) with at least one free IEA. Those combinations

with o(l,s k) = 0. "®°(k) are bottleneck combinations and we call the respective

free IEAs “bottlenecked IEAS”.

Algorithm 1 starts with initializing the set of free IEASs 8} ce=0, the set of fixed
IEAs by Gtixeq=0, and the set of links with already assigned AR-thresholds b
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ERR 4=0. The algorithm repeats the following steps until all IEske fixed.

free

The minimum scaling factoo,;;,"(k) of the free IEAs is calculated and the bot-

tlenecked IEAs are collected in the g&tTheir scaling factorer(g,k) need to be

limited to o "°%(k) by setting at least on&R-threshold on their paths small enough.

Thus, the algorithm repeats the following steps until theo$dottlenecked IEAs
B is empty.

An appropriate IEA* is chosen from the sé. It can be, e.g., an IEA with a short-
est (longest) path. Other criteria are possible. To linetshaling factoo (g, k) of
this IEA, a suitable link* is chosen from the path(g) for which theAR-threshold
is not yet determined. Such a liik carries, e.g., the smallest (largest) number of
free IEAs, the smallest (largest) rate of free IEAS, or itiegron average the short-
est (longest) free IEAS. The correct size of thiAR-threshold is determined and
the link |* is added to the seffi?,. All other free IEAs that are carried ovkrin
the failure-free scenario are also limited by this meRthreshold. Therefore, their
scaling factor is also set ta(g, k) = 0, °%(k), they are removed from the set of
bottlenecked IEA®, and moved fronGee t0 Grixed- 2

The algorithm terminates since at least one free IEA becdixed in each outer
while loop. At program termination, the scaling factarég, k) are determined
for all IEAs g€ G as well as theARthresholds for all linkd € EAR .. In patho-
logical scenarios where IEAs with one-link paths are migskR-thresholds for
some links might not be fixed because the scaling factorsl ®EAk carried over
these links are already limited by tRdR thresholds of other links. Then, the&&-
thresholds can be set&R(l) = ¥ 4c¢ 0(9,k) -¢(g) -u(g,1,0,k). TheSRthresholds

can be set to values of

SRI) = max<z a(g,k)-c(g)-u(g,l,s,k)> (14)

se§S =Y

or larger as long as they are smaller tlzél).

4.3.2 Single Marking PCN Architecture

The threshold assignment for SM-PCN works similarly. Howgewelike DM-PCN,
only% of the maximum bandwidtl(l) is available to admit traffic in the failure-
free case because of Equation (1). Therefore, we adjusttiBqud 2) to calculate

L In our experiments, the results of this algorithm were rather insensitiverdevdiffer-

ent policies. Further studies and optimizations are possible but do nogethbe basic
principle.

2 This part of the algorithm is limited to single path routing for which PCN is currently
designed. As soon as the PCN behavior is clear for multipath routing, tive abgorithm
can be adapted.
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o(1,0,k) for the failure-free scenario by the following equation:

c(

Tl) - zgegfixed O'(g7 k) : C(g) ' U<g7 l ; 07 k)
zgegfree C(g) ’ U(g, I ) @, k)

o(l,0,k) = (15)

The AR- andSRthresholds for SM-PCN are calculated in two steps. In a fiegi s
we determine the appropriate backup fadbgss(k) based on the expected, un-
scaled traffic matrix using Equation (11). We calculateARethresholds according
to Algorithm 1 based ompes(k) and the scaling factors in Equation (15) instead
of Equation (12) where applicable. In a second step, we mh@teragain the ap-
propriate backup factds; (k) using Equation (11) but based on the scaled traffic
matrix (c(g) - 0(g,K))4eg- The new valudy (k) is possibly smaller than the value

bresi k) from the first step. In that case, at mq?i&;j—t; of any link capacity will be
used in any considered failure scenasie S. Therefore, we finally multiply the
obtained scaling factorg(g, k), AR(l), andSR|) by E‘;zzétg to maximize the rate
thresholds without risking overload in asy S.

4.3.3 Comparison

We calculate the IEA-specific scaling factarsg, k) and theAR- andSRthreshold
sizes according to the improved threshold assignmentitiigor Simple threshold
assignment leads to a common scaling factor for all IEAs@&hd 0.0445 for DM-
and SM-PCN, respectively. Improved threshold assignmeaeases the scaling
factors to average values of 6.90 and 6.51. However, thenmuimi scaling factor

Orin(K) = min(a(g.k)) (16)
limits the supportable scaling of the entire traffic matmxahe corresponding val-
ues aregy; (1)=1.0 and 05519. Thus, the value for DM-PCN does not change,
but SM-PCN benefits a lot from improved threshold assignnmEme. CDF of in-
dividual IEA-specific scaling factors is illustrated in kig 5(a) both for SM- and
DM-PCN. They are distributed over a broad range with maximafues at 156.55
and 107.41. Most of the IEA-specific scaling factor, k) for SM-PCN are sig-
nificantly smaller than those of DM-PCN. Therefore, DM-PCNtil$ glearly more
efficient than SM-PCN.

We study the impact of the improved threshold assignmenthenrelativeAR-
and SRthreshold sizes. Figure 5(b) illustrates their CDFs andraparison with
Figure 4(b) shows that the threshold sizes are significdatyer with improved
threshold assignment than with simple threshold assighnidre average rela-
tive AR-threshold size increases from 14.94% to 48.75% for DM-PCdl faom
0.67% to 39.66% for SM-PCN. We observe the tremendous inereathe AR-
threshold sizes for SM-PCN because the improved threshsigrasent decreases
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Fig. 5. Improved threshold assignment for SM- and DM-PCN. The rousihgsed on the
hop count metrigk =1).

the backup factor frorpesd 1) =31.25 down tab} (1) =2.52. A closer look at the
CDF of theAR-thresholds for SM-PCN in Figure 5(b) shows that&Rthresholds
are set to exactly 39.66% of the respective link bandwidth the corresponding
SRthresholds are set to 100%. This is different for DM-PCN: s@x® andSR
thresholds use only 20% of the link bandwidth, and some sethee more than
80%. Thus, optimum threshold sizes for DM-PCN are more hg@reous than
for SM-PCN.

5 Routing Optimization for PCN-Based Flow Control

In this section we derive objective functions for routingiopzation to maximize
the protected throughput of high-priority traffic for botiMSand DM-PCN. We
illustrate the effect of the algorithms by numerical result

5.1 Routing Optimization to Increase AR- and SR-ThreshiakekS

The maximum link utilization in the failure-free scenagif,,(0) can be minimized
by routing optimization. In IP networks, the routing depgrah the virtual link
costsk whose setting can be optimized such thgt(0) is minimized [43]. In a
similar way, the maximum link utilization for a set of proted failure scenarios
S can be reduced [44-46]. We adopt and adapt this principled®ase thé&\R-
andSRthresholds by increasing the scaling factofk). To that end, we developed
our own optimization software [38] based on the simulatatkafing-like principle
“threshold accepting” [47] to find suitable link codtgest that minimize a given
objective function.
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5.1.1 Dual Marking PCN Architecture

To maximize for DM-PCN the protected admissible traffic imisrof a proportion
of a given traffic matrix,opm (k) in Equation (7) needs to be maximized. This is
achieved by finding a link cost vect&pest that minimizes the following objective
function:

p&S (k) — min. (17)

5.1.2 Single Marking PCN Architecture

To maximize for SM-PCN the protected admissible traffic imtgeiof a proportion
of a given traffic matrixosm(bj.s(K), k) in Equation (10) needs to be maximized.
This is achieved by finding a link cost vectkges: that minimizes the following
objective function:

max (oK) Dhes(k) - Pirax@.K) ) — min. (18)

Thereby, the scaling factd (k) is calculated like in Section 4.3.2.

5.1.3 Comparison

We use the routing optimization presented above for SM- aMtHLZN and
calculate the scaling factors as well as #ie and SRthresholds by improved
threshold assignment. Compared to improved thresholdrassigt without rout-
ing optimization, the minimum scaling factors improve froaﬁin(l) =10 to
09 (Kpest) = 2.1858 for DM-PCN and fromo?. (1) = 0.5519 to 0¥, (Kpest) =
1.1467 for SM-PCN. Thus, DM-PCN is still about two times more é&int than
SM-PCN when routing optimization is applied. The improveirien SM-PCN is
partly due to a further reduction of the optimum backup fafrom by (1) =2.52
to bpesi{Kpest) =2.0. The corresponding CDFs of the IEA-specific scaling factors
are illustrated in Figure 6(a). The IEA-specific scalingtéas for optimized link
costs are more centered around their minimum values thae tioo the hop count

metric (cf. Figure 5(a)). This holds for both SM- and DM-PCN.

After combined routing optimization and improved threshassignment, the aver-
age relativeAR- andSRthreshold sizes are 51.02% and 85.73% for DM-PCN and
45.75% and 91.51% for SM-PCN. However, looking at their CDF iguFe 6(b)

we observe that the optimized routing for SM-PCN avoids ¢agyraffic on a few
links. This prevents large backup factors that reduce théngcfactors for SM-
PCN. The relativéAR- andSRthreshold sizes of the used links are 50% and 100%,
respectively. All used links have the same threshold sizzmlse of improved
threshold assignment.
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Fig. 6. Improved threshold assignment for SM- and DM-PCN. The rousngased on
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6 Efficiency of SM- and DM-PCN: A Parametric Study

In this section, we study the ability of SM- and DM-PCN to caasymuch protected
high-priority traffic as possible. We investigate the imipaicsimple and improved
threshold assignment as well as routing optimization invoéts of different size
and with different node degree to generalize the resultgofi@s 4 and 5. We first
describe the experiment setup and the exact performancguneeand then discuss
the results.

6.1 Experiment Setup and Performance Measure

A prerequisite for resilient AC is a resilient network topgy which should be
at least 2-connected, i.e., any node in the network can féflont partitioning
its topology into disconnected subgraphs. Such structaredound in the core
of wide area networks, but usually not in access networksypical full-fleshed
Internet topologies, the number of links connected to a noelethe node degree,
usually follows a power law distribution as some few core emdonnect many
satellite nodes. This, however, does not lead to a resitietwork structure. We
use the topology generator of [6] that allows to control tledéwork parameters
quite strictly. We randomly generate 15 networks for eaahlmoation of size 10,
15, 20, 25, 30, 35, 40, 45, and 50 nodes with an average nodealefj 4, 5,
and 6 and a maximum deviation from that average of 1. Thusgerperiments
comprise altogether 405 different topologies. We use eliplalbandwidths and
homogenous traffic matrices. As the link bandwidths are aitdgred to the traffic
matrix, bottlenecks occur on some links.

Our intention is to compare the efficiency of SM- and DM-PCN fagured with
different threshold assignment algorithms with and with@wting optimization.
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We want to maximize the multiple of the traffic matrix that dae admitted as
protected high-priority traffic. This factor is the minimuscaling factoror%in(k)
(cf. Equation (16)). We calculate the maximum resourcézatilon of the network

. Z|€5 (zgeg C(g) : u(97 l ) 07 k))
Sieec(l)
based on this scaled traffic matrix and use it as simple pegnce metric to com-

pare the efficiency of different AC types and configuratiamglifferent network
topologies.

p(k) = a5 (k) (19)
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Fig. 7. Maximum resource utilization of SM- and DM-PCN with different cgofations
depending on the network size (nodes).

6.2 Efficiency of SM- and DM-PCN with Different Configurations

For each network topology we calculate the maximum resoutiteation for five
different combinations of AC type, threshold assignment eouting. Figure 7
shows the averaged results depending on the network size?@WMwith rout-
ing based on the hop count metric and simple threshold asgighis least effi-
cient (4.1% utilization over all experiments), but it candsgnificantly improved
by improved threshold assignment (15.2%). The combinatfonuting optimiza-
tion and improved threshold assignment yields a furtheremse of the AC effi-
ciency (21.7%). DM-PCN with simple threshold assignment mnding based on
the hop count metric makes already good use of the networtvindth (23.3%)
and routing optimization further increases its efficier®y.6%). Improved thresh-
old assignment cannot increase the minimum scaling fagfa(k) for DM-PCN,
therefore, the corresponding results are missing. For owses we observe the
trend that the maximum resource utilization decreases intheasing network
size. This is due to the fact that the probability for stromgtlenecks increases
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with the network size since the network bandwidths are nlaréad to the need of

the traffic matrix. Only routing optimization for DM-PCN is k@bto compensate

this structural shortcoming. We also analyzed the impatit®hode degree on the
the resource utilization, but we have not observed sigmfidapendencies.

After all, improved threshold assignment is crucial to cgafe SM-PCN for effi-
cient operation. Routing optimization can increase theieffy of both SM- and
DM-PCN. However, DM-PCN can carry significantly more traffiathSM-PCN
with and without routing optimization especially in largetworks.

7 Conclusion

Pre-congestion notification (PCN) essentially marks packéten PCN traffic ex-
ceeds configured admissible or supportable rate thresaRIsSR on a link of
the PCN domain. The IETF attempts to use this feedback forleiammd scalable
admission control (AC) and flow termination (FT) in IP netwarCurrently, there
are many different options having benefits and drawbackstfis@ need to be un-
derstood. One class of methods requires two different mgriiechanisms (dual
marking PCN architecture, DM-PCN) and A& andSRthresholds can be chosen
independently of each other. Another class requires onigglesmarking mecha-
nism (single marking PCN architecture, SM-PCN) andS&thresholds must be
a fixed multiple of theAR-thresholds for all links in the PCN domain (cf. Equa-
tion (1)).

The objective of this work was to configure the link-speciR andSRthresholds
for PCN domain and to optimize its routing such that the adiblisgrotected high-
priority traffic is maximized. This is fairly simple for DM-®N but more complex
for SM-PCN. This is due to the backup factorof Equation (1) and its impact
was illustrated in detail for an example network. Our restitir a large set of
random networks showed that DM-PCN can support 50% more qieatdraffic
than SM-PCN when hop count routing is used. Routing optimonatnproves the
throughput for both SM- and DM-PCN tremendously. With rogtoptimization,
DM-PCN can support even 100% more protected traffic than SM;REMast in
large networks.

Finally, this study confirms the initial concern that SM-PC3¢s network resources
less efficiently for resilient AC than DM-PCN and shows that thfference is sig-
nificant. This is important information for the standardiaa process and for ISPs
intending to deploy PCN technology in their networks. Mommwhe algorithms
presented in this work can be used to configure PCN rate thossaiod to optimize
IP routing for PCN networks in practice.
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