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Abstract

This paper addresses Quality of Service (QoS) in the presence of network failures. QoS is ensured by Network Ad-

mission Control (NAC) mechanisms along virtual tunnels through the network. Their capacity budgets must be set

such that the expected traffic can be transported and that unintended overbooking of the physical network capacity is
avoided. This paper presents an adaptation for resilient networks, i.e., traffic rerouting is respected in case of local
network outages.

Section 4 compares these methods. Finally, we sum-
marize our paper by some concluding remarks.

1 Introduction _
2 Budget Assignment for QoS

Quality of Service (QoS) in terms of packet loss and
delay probability is a prerequisite for the conver- Tunnels

gence of telephon(_e and data networks which ?S "We present the idea of BBB NAC and explain our
quired for economical reasons. It can be aChIEV&E‘%ﬁiC model for capacity dimensioning. Finally, we

on a technical level by capacity overdimensioning Uhow how capacity is assigned to BBBs in a fair and
by Admission Control (AC), which is the PEerspPeCytticient manner.

tive of this paper. The network availability is indis-

pensable for business customers since most business
processes rely on communication. Therefore, telé.l Border-to-Border Budget Based

phone providers offer a 99.999% network availabil- Network Admission Control

ity at full QoS which can not be met by today's In'\/%{e use the following notation in this paper. A net-

ternet. Hence, packet-switched networks need tqu kA" = (V, ) is given by a set of routens and

fic rerouting to be resilient against local outages ang ¢ i,.<c The BBB NAC sets up a b2b budget
smart capacity planing which anticipates potenti

. : BB, ., between any two ingress and egress routers
failure scenarios. '

. v,w € V that may be administered at its ingress
Network AC (NAC) can be performed in many ways, ’ .
However, in P] we have shown that fault tolerantrouter. It records the demand/f) of the admitted

fJPWSf € F in place. When a new floyf,'s)* arrives,

QoS can be achieved most resource efficiently i checks whether its effective bandwidify ") to-

border-to-border (b2b) budgets (BBBs) are used fqr . v, W '

NAC, which corresponds to AC on virtual tunnels\?vitr:irt\;]vgi;hzgﬁ m& n dd (;%Iéeady reserved flows fits
For the deployment of that method, the capacity as- pacity budg v
signment to the BBBs is required such that the ex- ¢ gnew) 4 Z ¢(f) < ¢(BBBy.uw). 1)

pected traffic can be transported and such that the feF
physical network capacity is not overbooked unin-

tentionally [2]. In this paper we extend this methodf SO the flow is accepted, otherwise it is rejected.
The BBB NAC avoids states inside the network

for resilient networks, i.e., the traffic rerouting in' "™ s .
case of failure scenarios is respected for the cyhich has many advantages. In failure scenarios the

pacity assignment. As this involves significantl)'zraﬁ'c may be just rerouted and no reservation states

more computation complexity, we also present stide the network must be restored like with RSVP-
improved algorithms for speedup purposes. like approaches.

In Section 2 we present the technical basics for BBB _ _ o
NAC and the required capacity assignment. Se2:2 Capacity Dimensioning and Com-

tion 3 proposes a trivial and a smart approach for ca- putation of Blocking Probabilities

pacity assignment under resilience requirementsand o ] ]
Capacity dimensioning is a function calculating the
This work was funded by the Bundesministerium fur Bil-

dung und Forschung of the Federal Republic of C_;erlT1arr1(§qU|red bandwidth for given traffic characteristics

(Forderkennzeichen 01AK045) and Siemens AG, Munich. TREd @ deSireq blOCking.PrObabi”ty- Based on that,
authors alone are responsible for the content of the paper.  budget and link capacities can be computed [3].
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Conversely, blocking probabilities can be compute®.3 Fair and Efficient Capacity Assign-

by a functionpy(a, ¢) depending on the offered load ment

and the provided capacity. The specific implementa-

tion of that function depends on the underlying trafWithout AC, the capacity of a network is automati-
fic model. The following traffic model is only usedcally shared by many flows but in case of BBB NAC
for illustration purposes. Our assignment methodé)e capacity must be assigned to the BBBs before-
which are presented afterwards, are general and h@nd to be usable by flows. Here, the BBBs may
quire solely the computation of a blocking probabilcompete for the same link capacitigg(!). Budgets

ity py(a,c). with large offered load can use their capacity more
efficiently to achieve the same blocking probabili-
ties for their offered traffic than those with only little
offered load. Therefore, if unintentional overbook-
ipgymust be avoided, the assignment of the physical

We assume Poisson arrivals of resource requests : ) M
a generally distributed holding time. Although typi_network capacity to the virtual budget capacity is an
jgteresting problem.

cal Internet traffic has different characteristics on tH
packet level [4], the Poisson model, which is usefhe traffic routing is essential for that problem. The
in the telephony world, is more realistic for the refunctionu(l, b) indicates the percentage of the traffic
source request level of end-user driven real-time apertaining to budgetusing linki. Itis able to reflect
plications. The offered load is the mean number of Poth single- and multi-path routing.

active flows, provided that no flow blocking occursThe algorithm for fair and efficient capacity assign-
In a multi-service world like the Internet, the requeghent to all budgets is given in Algorithm 1 [2].
profile is multi-rate, so we take, different request We denote the set of all budgets 5 At the
typesr;, 0 < i < n, with a bitratec(r;). Given an beginning, all budgets are unassigned[¢] = 0)
offered loada, the respective request type specifignd Bn,: = B. The free capacity of a link is
offered load isu(r;) = pa (r;)-a, wherep, is the por- ¢f"*() = cu(l) =X, c 5 u(l,b)-cu[b]. To increase
tion ofa generated by;. In our studies, we assume ghe budgets successively, a budgetwith the cur-
simplified multimedia real-time communication scerently largest blocking probability(a(b), c[b]) is
nario withn,. = 3, ¢(ro) = 64 Kbit/s, ¢(r;) = 256 chosen and in case of ambiguity, a budget among
Kbit/s, andc(ry) = 2048 Kbit/s, and a mean bi- them with a maximum offered load is taken. If there
trate of E[C]=Y"g<;.,, c(ri)-pa(ri) =256 Kbit/s. is enough capacity on all links supporting budet
The recursive solution by Kaufman and Roberts [&F! € € : ¢/"¢(l) > ¢ -u(l,b)), the budget ca-
allows for the computation of request type specifipacity is enlarged by, . Otherwise, the budget is
blocking probabilitieg, (r;) if a certain capacity: removed from3;,,. We used intelligent data struc-
is provided. We use Equation (2) to relate the blockures to speed up the algorithm but we do not discuss
ing probabilityp, to the traffic volume instead to thethem here for clarity reasons.

number of flows:

L Y o<icn, (1= ps(ri)) - c(ri) - pa(ri) @ Input:  (implicitly: topology, routing,

Py = E[C] . budgets)

Bhot = B

while By # 0 do
choose* € By, with largest blocking prob
ability and take a budget with maximum of-
fered load for tie breaking

2.2.1 A Multi-rate Traffic M odel

The Kaufman and Roberts approach works on mul-
tiples ¢, of a basic capacity unit.. Therefore, we
denote in the following the capacity by, (.).

2.2.2 Adaptation to Border-to-Border Budgets =1 ,

if (VIe&:efree(l) > cine - u(l,b%)) then
We abstract from a special budgéBB,, ., to a gen- cu[b*] := cy[b*] + cine
eral budgeth. As the BBB NAC works on iso- else

lated virtual tunnels (which may also have mulli Bhot := Bhot \ b*
path structure), the blocking probability for the cor end if
responding b2b traffic aggregate can be computed by end while

pb(a(i)),cu[b]), W_herea(b) is the offered load and Output:  assigned budget capacities
¢y [b] * the capacity of a budgét culb].b € B

1We denote a functional dependency using parentheses eOa| R . f i
' orithm 1: Capacity assignment @®ASS).
a(b), while we use brackets for depending values which can be 9 P y 9 )

set and changed by our algorithms, e:g[b].
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3 Adaptatlon for Resilient Net- Input: Link [ (implicitly: topology,
works routing, budgets)

if [{b: b€ Bpot A u(l,b)>0} > 0then
chooseb* € Bp, : u(l,b*) > 0 with
largest blocking probability, use smallest of-
fered load for tie breaking
¢ = Lg(l) - a(b7)]
p; = pola(b®), culb] + c3)

3.1 Acceleration of the Algorithm for all b € {b: b € Byot Au(l,b) > 0} do

. - b= 1q(l) - a(b)]
To speed the above algorithm we maximize the Cu La(
p up V gori W XImiz pg — pb(a(b),cu[b] ""CZ)

capacity incrementi"c. A simple approach is set while p* < 2 do
ting it such that the free bandwidth is shared pro- P d€2 "

In this section, we present an acceleration of the
above algorithm which is required for networks with
large offered load. Then, we extend this algorithm
for resilience requirements.

i inki =g el
ortionally among the hot budgets of a li ¢ = U o " "
P q)(lma(b) °: g b py = pp(a(d*), cu[b*] + c})
max(1, [ £ ]) with apee(l) = ZbEBm(l) a(b)- end while
u(l,b) andq(l) = cj]—((ll)) This is problematic be end for

cause budgets with fittle offered load need relativ ly else
more capacity than budgets with large offered load ¢y =0
to achieve the same blocking probability. Hence,if end if
budgets with large offered load take a large porti nOutput:
of the bandwidth, they can already achieve a very

low blocking probability while other budgets withAlgorithm 2: Calculation of a suitable link capacity
little offered load can only reach quite large blockingncrement (APINC).

probabilities if they share the remaining capacity.

suitable capacity increment,

and set initiallyh = 2 in Algorithm 1. Addition-
ally, we take budgets with the least offered load for
We first present a safe acceleration of Algorithm lreaking ties.

which is based on the above idea and that avoids

the starvation of budgets with little offered load. To

that aim, Algorithm 2 computes safe link-depender@.2 Extension for Resilience Require-
capacity increments. A link-dependent capacity in- ments

crement is safe, if it is so small that it decreases the

candidate budget only to such an extent that any bugl-a local outage occurs in a network, the traffic
getb € By, increased by its fair share can undergmust be rerouted. Therefore, sufficient capacity is
the resulting blocking probability. The variabjé*“  required on the rerouted path or - in other words -
controls the granularity and the speed of the algghe NAC must limit the admitted traffic such that the
rithm. Algorithm 3 is a modification of Algorithm 1 capacity suffices. The s& comprises all consid-

3.1.1 SafeAcceleration

and uses only safe capacity increments. ered failure scenariaswhich contain the remaining
active network topology. To avoid special cases, we
3.1.2 Simpleand Fast Acceleration include the working scenario if. For each failure

. ) . scenario, the routing changes and we describe it by
The above described mechanism is stithe enhanced routing functiar(s,,b). In the fol-
computation-intensive, especially becaupg is |owing, we presenta simple and an enhanced method

quite time consuming [3]. Therefore, we use g extend the capacity assignment algorithms to re-
faster, tunable approach for which the correctnesgience requirements.

can not be proven in the sense that some budgets can
be penalized. If its result shows that some budgets
with I_ittle offere_d_ _Ioad have c_omparatively larges 5 1 Simple Resilience Extension
blocking probabilities, the algorithms must be tuned
more conservatively and run again. A simple extension of the above algorithm is the
We simply take capacity assignment,[s, ] for all failure scenar-
. ios s € S with subsequent capacity minimization
MJ)) (3) culb] = minges cu[s,b]. This yields obviously safe

" =max (1, min ( | : . .
le€:u(l,b*)>0 h values for all considered failure scenarios.
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Input:  (implicitly: topology, routing,
budgets)

foralll € £do
cnefl] == Caplnc(l)

end for

Bhot := B

while B¢ # (0 do
choose* € By, with largest blocking prob-
ability, use smallest offered load for tie break- Mia
ing
cgw == max(1, Minge g,y (1,6%) >0 cf[“[l]) Figure 1: Topology of the test network.
if (VIe&:clree(l) Zlc?u’lc -u(l,b%)) then

cu[b*] := cu[b*] + i
else L -

Bhot = Brot \ b* The network under study is given in Figure 1 and the
endif ? traffic matrix is proportional to the population (cf.
for al 1 € £ do Figure 2) of our virtual test network. The offered

if u(l,b*) > 0 then load is scaled such that it is in a reasonable relation-

Cm’c[l] — CapIne(l) ship to the 1G'bit /s links in the network.
end if
end for
end while
Output: assigned budget capacities
Cu [b], beB Name(v) 0w [10%] Name(v) 0w [10%]
F X : ; Atlanta 4112 Los Angeles 9519

Algorithm 3: Accelerated capacity assignment Boston 3407 | Niami 153

(ACCCAPASS). Buffalo 1170 |New Orleans 1338
Chicago 8273 New York 9314
Cleveland 2250 Orlando 1645

3.2.2 Enhanced Resilience Extension Dallas 3519 |Phoenix 3252
Denver 2109 San Francisco 1731

The following method performs faster and yields E;’r‘:::s’“ ‘1‘%2 ?ng;‘:o ig;g

more efficient results than the preceding approach. | 4 vegas 1536 | Washington 4923

We define failure scenario depending functions

crec(s,l) = cull) = Ypepcalb] - uls,1,b), Figure2: Population of the test network.

ahot(st l) = Zbegm a’(b) "LL(S, L b), andq(57 l) =

Cf,:;((:}l))- The adaptation of the above algorithm is

done by the reformulation of the condition in Algo-

rithm 1 by (Vs € SVl € £ : ¢fre¢(s,1) > cinc .

u(s,l,b%)). For the acceleration purposes, Equa-

tion (3) changes to 4.1 Impact of the Acceleration Algo-

rithm

; . q(s,1)-a(b)

znc: 1 .

Cu max( 7s€8,leglig,l,b)>0(|' h J)

From a rough runtime analysis we expect a linear
growth of the runtime regarding the scaling factor for
the basic algorithm and about a logarithmic behavior
for the accelerated version. We have implemented
our algorithms in Java and run them on a Pentium IV
4 Numeical Results 2Ghz standard PC. We scale both the traffic matrix

and the link bandwidth by the same factor and mea-
In this section we illustrate the performance gaipure the runtime of the program. Figure 3 shows the
by the accelerated algorithm and make the improveintime depending on the scaling factor and illus-
ment of the enhanced versus the simple resilienf@tes as expected the superiority of the accelerated
extension visible. method over the basic algorithm.

(4)
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1000 The enhanced resilience extension raises both bud-

get capacities concurrently unélf1] = 2.5 Mbit/s
is fixed due to the failure scenarg. Then, the other
budget can take advantage of the full remaining ca-
pacity of the 100 bit/s link and it is finally set to
c[fo]="7.5 Mbit/s.
This small example illustrates the operation of both
algorithms and shows that the enhanced resilience
algorithm leads to more efficient results than the
simple version. To show that this phenomenon is
not a pathological artefact, we validate this finding
in the Lab03 network whose links are provisioned
Scaling Factor with 1 Gbit/s. We dimension the budgets with both
resilience extension methods under consideration of
Figure 3: Runtime comparison of the basic and thell possible single link failures and limit their size by
accelerated algorithm. a minimum budget blocking probability af) =6,
The budget sizes are significantly larger if they are
calculated by the enhanced resilience extension in-
4.2 Comparison of the Simple and En- erafj by the simple one. Figures 5 and 6 present a
e . istribution of the absolute and the relative capac-
hanced Resilience Extension ity gain by the enhanced resilience extension com-

If networks are well designed for the offered load?ared to simple one. More than half of the budgets
the simple and the enhanced extension for resilieng@Mains unaffected and does not profit from the en-
requirements lead almost to the same results. Hofignced resilience extension. The additional budget
ever, networks are static and traffic load chang&gpacity of the increased budgets differs consider-
such that they do not always fit together. In such@Ply and the distribution for the absolute and the rel-
case, the enhanced extension method leads to m@t¥e gain is different because the traffic matrix is
efficient budget assignments. heterogeneous. The average absolute gain is about
We take the network in Figure 4 and consider onlg M bit/s per budget and the average relative gain
a single failure scenario for resilience. We assunie @bout 6.6% per budget. Figure 7 shows the dif-
that the aggregate flowg and#; have the same of- ference of the respective logarithmic blocking prob-
fered load. For the sake of simplicity, we indicate thabilities. The budget blocking probabilities obtained
budgets by their corresponding aggregate flows. TMdth the enhanced resilience extension are up to 4 or-

100 ~

Basic Algorithm

Runtime [s]

Accelerated Algorithm

0.1 T
1 10 100 1000 10000

simple resilience extension calculatels,, f,] = ders of magnitude smaller than those obtained with
clso, fi] = 5 Mbit/s for the cases, without any the simple resilience extension, and on average this
failure, andc[s1, fo] = 7.5 Mbit/s, c[si, f] = advantage is 0.47 orders of magnitude. Hence, the

2.5 Mbit/s for the cases; that the 5Mbit/s link benefit of the enhanced resilience extension is also

fails. Hence, the allowable budget capacities aféearly visible in large networks.
clfo] =5 Mbit/s andc[f1]=2.5 Mbit/s.

250 7

y 10 Mbit/s 5 Mbit/s
. Jo -
&S &S 2 200 ]
f (=)
J1 el
>
Working Scenario: s, X m 150 1
2.5 Mbit/s G
2.5 Mbit/s B 100 -
— o)
&3 E
> 50 A
1 10 Mbit's 5 Mbit/s 0 -
—l) = y 0 (0,128] (128, (512, (2048, (8192,
S 3 a3 1 o1z o, o102
Ji , K4
. . . Additional Budget Capacity [Kbit/s]
Failure Scenario: s, S, & .
*, < 2.5 Mbit/s
2.5 Mbit/s Y ::'
& Figure 5: The enhance resilience extension assigns
_ _ ) larger budget capacities than the simple resilience
Figure4: Small networking scenarios. extension.
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time significantly, especially for networks with large

250 7

200 A

150 A

100 A

Number of Budgets

50 A

0 (0,5] (5 10] (10,20] (20,40] (40, 80]

Additional Budget Capacity [%]

links and heavy traffic load, such that it makes our
proposal feasible for application in real networks.
Furthermore, we gave a small example which il-
lustrates the advantage of the enhanced resilience
extension over the simple one. In large networks,
the enhanced algorithm effects that 50% more traffic
can be admitted without violating any QoS require-
ments.
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5 Conclusion

Network resilience against network failures together
with Quality of Service (QoS) can be achieved bip]
traffic rerouting in case of local outages combined
with smart capacity planing. The border-to-border
(b2b) budgets (BBB) for Network Admission Con-
trol (NAC) is best suitable for that purpose [1]. The
capacity of the BBBs is the base for admission con-
trol purposes and must reflect the physical network
capacity to guarantee QoS [2]. In this work we pre-
sented an accelerated capacity assignment algorithm
for BBBs and suggested a simple and an enhanced
resilience extension to consider rerouting in failure
scenarios.

The numerical results showed that the acceleration
of the assignment algorithm reduces the computation
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