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The Universal Mobile Telecommunication System (UMTS) operates with Wideband
Code Division Multiple Access (WCDMA) over the air interface. In the literature, the
CDMA uplink, e.g. as implemented by the IS-95 standard, receives most attention due
to its limiting influence on the overall network capacity in voice only environments.
But with the growing demand of the mobile user for multimedia content, the 3G
systems like UMTS provide service classes specifically designed for asymmetric traffic
such as video streams. This makes the WCDMA downlink (forward link) the potential
bottleneck for the network capacity. Another distinction of WCDMA to IS-95 is the
introduction of fast power control mechanisms on the downlink. In this paper, we
propose an analytic algorithm to approximate the WCDMA downlink cell capacity
in a multi-service environment. It is based on a recursion formula and includes the
effects of soft blocking and imperfect power control. Due to its design, the algorithm is
time and memory efficient and is well suited for the use in network planning tools for

e.g. capacity planning or dimensioning issues.

1 Introduction

The Wideband Code-Division Multiple Access
(WCDMA) scheme is proposed and implemented as
air interface of the 3G and 3.5G mobile communi-
cation networks such as UMTS. The predecessors
of this technology, such as IS-95 from Qualcomm,
were primarily designed for voice-traffic. Since this
kind of traffic is symmetric in respect of up- and
downlink, the uplink is the limiting factor for the
overall network capacity. This fact is reflected in
the high amount of literature regarding the CDMA
uplink. One of the first papers in this field was
[1]. Others such as [2, 3, 4, 5, 6] included multiple
services, imperfect power control, user activity, soft
handover and othercell interference in their studies.

All these works concentrated on the CDMA and
WCDMA uplink, respectively. In 3G systems, how-
ever, it is expected that asymmetric data transfers
such as video streams or web traffic will play a ma-
jor role in the overall traffic volume and the downlink

thus is becoming the limiting factor of the cell capac-
ity. So, in this scenario the downlink becomes a cru-
cial factor for the proper dimensioning and planning
of mobile networks. It is therefore important to find
algorithms which are able to estimate the downlink
capacity of WCDMA networks in a time and mem-
ory efficient way to ensure that the mobile network
providers can use them in their planning tools.

In the literature, most approaches for evaluating
the downlink performance rely on Monte-Carlo sim-
ulations, such as in [7] or [8]. The authors of the
latter use sophisticated simulation techniques to re-
duce the required simulation time for the computa-
tion of coverage and service availability probabilities.
One of the earlier works using analytical methods is
[9]. The authors introduce a closed form for the out-
age probability in the case of no multipaths, and a
Chernoff bound in case of several multipaths. The
capacity is calculated by setting a boundary for the
outage probabilities which has to be satisfied. In



[10], the capacity is calculated for voice and data
users with additional consideration of signaling and
shared channels. A recursive scheme for reducing the
computational complexity is used.

One of the most prominent properties of WCDMA
systems is the so called soft capacity. This term de-
notes the fact that in a WCDMA system, capacity
is not a deterministic but a stochastic value. This
results from the various effects of multipath propa-
gation, pseudo-orthogonality on the uplink, thermal
noise, etc., on the received interference at the mobiles
and NodeB, respectively. Hence, the term soft block-
ing and resulting from that, soft capacity, describes
the possibility that virtually in every system state
blocking of an incoming connection is possible, but
with varying probabilities. In our work we propose
an analytic algorithm for the calculation of blocking
probabilities which includes the effects of soft block-
ing. The proposed algorithm is time and memory
efficient making it well suited for the use in planning
tools.

The paper is organized as follows: In Section 2,
a more detailed description of the problems aris-
ing from the capacity determination in WCDMA is
given. In Section 3, we describe our system model in-
cluding the interference model and develop a model
for the calculation of the transmission power de-
pending on the number of power controlled mobiles.
Based on this model, in Section 4 an algorithm for
the calculation of downlink blocking probabilities
and downlink capacity of a WCDMA cell is intro-
duced. In addition, the approximation algorithm is
proposed, which is validated and used in a short pa-
rameter study shown in Section 5.

2 Problem Formulation

In contrast to the WCDMA uplink, where the re-
ceived Multiple Access Interference (MAI) at the
NodeB defines the cell capacity, the downlink is
limited by the maximum transmission power. The
NodeB has to satisfy the Ej/Ny-requirements of all
power controlled mobiles. The required power level
not only depends on the QoS-requirements of the ser-
vice, but also on the position of the mobile in the
cell'. Furthermore, the use of orthogonal spread-
ing codes reduces the intracell interference at the
MS, but in practice this effect is reduced by mul-
tipath propagation. Therefore, an orthogonality fac-
tor @« < 1 is introduced describing the fraction of
power which is seen as interference by mobiles power

LA cell in this context is equivalent to a sector

controlled by the same NodeB.

In WCDMA as implemented by UMTS, fast power
control is responsible for meeting the minimum re-
quired transmission powers to each mobile on the
downlink. In mathematical terms, these minimum
powers are defined by the power control equation as
shown in (1):
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where

. éz}z is the target-E}/No-value for mobile k at
NodeB =z,

° S'k,x is the transmit power for MS & from NodeB
‘T’

° az;” is the corresponding attenuation factor,
° NO is the thermal noise,

e W is the system bandwith in Mcps,

e Ry is the requested bitrate

e and S, is the total transmission power of NodeB
x.

The power control equation defines the theoretical
minimum transmission powers. With the assump-
tion that the power control works optimal, we speak
of perfect power control. In reality, however, the de-
sired target-Ep/No values are not exactly achieved.
Instead, the received powers fluctuate slightly around
the optimal value. This behaviour is called imperfect
power control. Measurements in CDMA networks [2]
have shown that the received target-Ey, /Ny values are
normal distributed in the dB-domain, hence can be
modelled with a lognormal distribution.

Our goal is to develop an analytic algorithm to
calculate the blocking probabilities of each service
class s in a cell belonging to NodeB z. Then, with
reasonably chosen service dependent boundaries for
the blocking probabilities, the overall capacity of a
cell can be calculated.

The call admission control (CAC) in WCDMA on
the downlink estimates the increase of transmission
power that an incoming connection, i.e. radio bearer,
causes. This increase depends on the service class of
the radio bearer, since the different service classes
have different QoS-requirements which are reflected
in the transmission power Sk .. If the newly esti-
mated transmission power is above a certain thresh-
old, the call will be blocked. So, in order to calculate



blocking probabilities it is required to know the to-
tal transmission power of a NodeB depending on the
number of power controlled mobiles. This is done by
using a similar approach as in [11].

3 System Model

We consider a UMTS network with L NodeBs from
which z is the examined NodeB and Y = L\ {z}
is the set off surrounding NodeBs. The set K, com-
prises the mobile stations which are power controlled
by the examined NodeB x, from which A, mobiles
are active. The coverage area F, of the NodeB z is
partitioned in subareas f with a Poisson distributed
number of users offering a traffic density of ay. The
probability that a specific mobile requests a radio
bearer of service class s is ps. A service class is de-
fined by its bitrate R, and its required target-Ej/No-
value é%.2 The set of service classes is S. We consider
imperfect power control, so the experienced Ej/Ng-
value is a normal distributed random variable in the
dB-domain and a logormal random variable in the
linear domain. The distances of the NodeBs to the
subareas f lead to specific attenuation factors dj ..
We use the determistic model from [12]:

e = —128.1 — 37.6log, o (dist(z, k) (2)

where dist(z, k) is the distance between NodeB z and
an mobile k in area f. Throughout the paper, we as-
sume a thermal noise density of Ng = —174dBm/Hz
and a system chiprate of 3.84Mcps. The transmis-
sion powers of the NodeBs y # x are modelled as
independent lognormal random variables including
a constant power fraction SC reflecting the common
channels. One cell is modelled with |S| Poisson ar-
rival processes and exponentially distributed service
times with load as per service class s.

3.1 Interference Model

Since the call admission control (CAC) on the
WCDMA downlink is based on the maximum trans-
mission power of a NodeB, it is crucial to know the
transmit power a MS k receives from a NodeB z.
From Eq. (1) the transmit power S’k@ is derived as

Ska = wi | WNodg 1, + Z S,Ayk+aS, |. (3)
yeY

The term wy, is the service load factor defined similar
as in [5], but with consideration of the orthogonality

2Note that we denote a linear value by a while a is in
decibels

ify=20
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(4)

Consequently, the sum of the service load factors of
all active mobiles power controlled by NodeB z de-

fines the load 7, of NodeB =x:

Ng = Z W and 1y, = Z wky  (5)
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The random variable &m is the reciprocal of the at-

tenuation factor dAk’z, and Aky is defined as the ra-
tio of the attenuations from NodeB y to MS k and

NodeB z to MS k: Ak’y = g’“’. Now, if we sum over
k

all transmit powers Sy, , we géf the total transmission
power of NodeB x:

S’m = nw,OWNO + Z nx,ySy + nz,zgz + Sc
yeY

(6)

A 1
& 5=

1 - nz,z

nx,OWNO + Z ’r]a:,ygy + S’c
yeY
(7)

where S, is the contribution of the signaling and
common shared channels to the transmission power,
which is assumed to be constant. Knowing the to-
tal transmission power we can now use it within the
admission control condition. A mobile is granted a
new radio bearer if it holds that

SCE < Smax
o —1 WNo+ > meySy+ 9| <8
1— 1y MNz,0 0 Na,yPy c max
’ yeY
= 771-,0WN0 + Z 77907y§y + gc < Smax - nw,wS’maX

yeY

= nz,OWNO + Z nm,ygy + nm,mgmax < Smax - Sc
yeY

& Z Wik W]%Sk@ + Z Akyéy + aS’max
keA., yeY

< Smax - Sc~
(8)
Now, if we define the random variable Q) as

Qr = WN05k7x + Z Ak,ygy + Oégmaxa (9)
yeY



the admission control condition (8) can be rewritten
as

S’; < gmax — S'C with S; = Z Vpwr Q- (10)
keK,

The “dedicated” transmission power 5’; now consid-
ers all mobiles K, which are power controlled by
NodeB z. The activity factor vy reflects the service
dependent Bernoulli activity of each mobile. The
variable @, depends on the position of the MS k&
only. For this reason we refer to it as positional load
factor in the remaining of the paper.

One possibility is now to use an event-driven simu-
lation to calculate the blocking probabilities depend-
ing on the number of mobile stations K. This re-
quires a relatively long simulation time due to the
large number of stochastic factors wich have to be
considered. For this reason, we model S* as lognor-
mal distributed random variable following [13], and
are then able to calculate the blocking probabilities
for a specific number of mobiles analytically. This
means that we have to know the first and second mo-
ment of the left hand side in the blocking condition
in dependence on the current number of mobiles.

The first moment of S* is derived easily from (3)

and (9):
E[S;] = Z vpwi Q]
kEK, (1)
= > nEB]EQ4]
kEK,
and
E[Qk] = WNO +Z E +aSmax ( )

yeY

Note that we assume that the location of the mo-
biles are i.i.d. so it holds that E[d.] = E[d,] and

[Ak y] = E[A ]. The moments of 5;”; and AM
are obtained by summing over all subareas f € F,.
The probability that a subarea is within the coverage
area of NodeB z is given by

P(f € Fy) = Py = min{dy,}), ayeLl (13)
and the overall traffic intensity at NodeB zx is
az,s = Ds Z arp(f € Fy). (14)
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The second moment of S;j is given by
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Furthermore, the second moment of ) which is re-
quired for this calculation is

E[QF] =(WNy)?
+2WNy > E[S,]E
yeY

+ 208 max Y | E[S,)E[A,)]
y;z (18)
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and the combined moment of Qr, Q, is given by

E[Qk1 Qk2] :(WNO)zE[Sx]z + 2a§maXWN0E[8$]
+ 2(WNoE[0a] + aSmax) Y E[Sy|E[A,]
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Now, we can compute the probability that the max-
imum transmission power of NodeB x is exceeded.
We approximate S as lognormal distributed ran-
dom variable and calculate the probability that S7 >
Smax — Se. Mean and variance of the distribution
are provided by E[S:] and E[S}?] — E[S:]?. Since
this probability strongly depends on the number of
power controlled mobiles and the cell load 7,, resp.,
we write the blocking probability as 8(7,):

B(nz) =1 = LNy (Sax — Se) (20)



The location and shape parameters y, o are defined
by the first moment and variance of S3:

p=W(E[S]]) — o (21)
and

o=+/In(p)? + 1, (22)
where p denotes the coefficient of variation of S*.
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Figure 1: Local soft blocking probabilities vs. the mean
transmission power

In Fig. 1, the pdfs of the dedicated transmission
powers for different numbers of mobiles are shown
for the 12.2kbps service with a maximum transmis-
sion power Spax of 8000mW and a constant part of
2000mW. The blocking probabilities correspond to
the area between the right hand side of the line la-
belled Spax — Se and the pdfs. The different curves
exemplify different system states and show how the
soft blocking probabilities are influenced by the cell
load.

4 WCDMA Cell Capacity

The soft blocking probabilities we obtained in the
previous section depend on the current system state,
that is on the cell load. Therefore, these soft blocking
probabilities can be seen as local blocking probabili-
ties. However, for the calculation of the capacity of
a WCDMA cell we are interested in the total block-
ing probabilities which depend on the offered load
only. We obtain these probabilities by modifying the
Markov arrival process to include the effects of soft
blocking i.e. the local blocking probabilities.

In the previous section, the dedicated transmission
power 5'; already includes the incoming connection.

But since the amount of radio resources the new con-
nection requires depends on the service class, the re-
sulting blocking probability g is service class specific
too. We introduce the notation S*+1 for the arrvial
of a new connection j of service class s and define

A~ ~

E[S; + 1] = E[S;] + Elw.] E[Q)] (23)
E[(8; +1,)°] = E[S;%] + 2E[w,| E[QQ'] Y _ v Bl
tesS
+ E[w]E[Q?)
= E[5;%] + 2E[ws] E[QQ'| E[na]
+ Blw?|E[Q’]
(24)

Note that we can assume here that E[Qx] = E[Q)]
and Elwg] = Efws] for connections k with service
class s. E[QQ'] corresponds to the moment of the
product of two positional load factors of different
mobiles k and j, hence to E[QrQ;]. The notation
E[n. = > ,cs nsVsElws] is introduced for the sake
of readability, with n, as the number of connected
mobiles of service class s. We further assume that
the incoming connection is active, hence the activity
factor is neglected. The service dependent soft block-
ing probabilities 85 are then calculated as in (20) but
with the moments of S$* + 1.

The local blocking probabilities are now applied
to the transition rates of the S-dimensional Markov
chain to reflect the effects of soft blocking. In Fig. 2,
an example state space with the reduced transition

A(1-5,0D)

service class 2

service class 1
Figure 2: Example state space with two service classes
The total blocking probabilities can be calculated

as the sum of the total soft blocking probability and
the hard blocking probability. The latter is simply



the sum of the probabilities of the highest states for
a specific service class. The total soft blocking prob-
abilities are given by

Poosi(s) =Y Bs(na(n)) X ((n)).  (25)
ne)
The injective indexing function ¢ : 2 — N maps the
state space (1 to IN. The state probability vector X
is computed by solving the matrix equation

QX" =0, (26)

where @ is the transition rate matrix.

4.1 Approximation Model of the State Space

The state space spanned by the system model is an S-
dimensional space, which means that the number of
states grows exponentially with the number of sup-
ported service classes. For this reason, we propose
similar as in [6] a recursive approximation scheme
based on [14, 15]. States with similar resource occu-
pations, that is with similar values of 7., are com-
bined to one bigger macro state. This folds the S-
dimensional state space into on dimension, with tran-
sitions for the different resource requirements of the
service classes.

In order to combine similar states, a common re-
source must be defined. In this case it is reasonable
to choose the load factor 7, as resource, with the
condition that 7, < Mmax. The maximal load 7yax
is implicitly given by the condition that it must hold
that n, < % for the feasibility of the power con-
trol equation. So, we define a basic resource unit g
and map the service load factors ws with the activ-
ity factor v, to resource requirements 1, which are
multiples of g:

v = (122 + 1) (27)

Note that the maximum cell load 7yax should be an
integer multiple of ¢g. In Fig. 3 the resulting state
space diagram for the example state space from Sec-
tion 4 is shown.

The recursion algorithm defined in [14] must be
modified in order to include the local soft blocking
probabilities. This leads to an approximation error
since the recursion formula assumes that transitions
in the same dimension have equal transition rates,
which does not hold here because of the soft blocking.
The modified recursion formula then becomes

B = 7= > (1= Bs(n* = d))B(n" — ¥s)asts,
sES (28)

A AC)) 4= 5,(9))

Figure 3: State diagram of the approximated state space

where n* is the current system state and is an inte-
ger multiple of g. The state probability follows by
normalizing p:
] p(n")
P") = <=7~
>

#Ggy ‘<N (@9

J9<Nmax

The calculation of the local blocking probabilities
Bs requires the mean and variance of the dedicated
transmission power depending on the current system
load, hence S (n*). Since the actual number of con-
nected mobiles is unknown, the moments of S*(n*)
must be computed recursively. This is done accord-
ing to Egs. (23) and (24). We set the transmission
power to zero for n* = 0 and obtain:

0 ;T =0
E[SE(n")] = ;SPs(n*)(E[S;(n* — )]
'H/SE[ws}E[QD
(30)
and
0 ;n* =0

2 > Ps(n)(E[s; (n* — s)?
E[S,L(U ) ] = ( s€S
+vs Elwi] E[Q]

+20s Elw | EIQQ'IE[na(n*)]) 3 1" € (0, Nmax]
(

31)

A similar recursion scheme is used for the calculation
of the mean cell load 7,:

0 int =0
Ena(n)] = EGIS Ps(n*)(Elna(n* — ¥s)
+V5E[w5]) 5 77* € (07 nmax]
(32)

Note that in this case we include the activity factor
Vs since we are calculating the mean transmit power.
For the soft blocking probabilities B, full activity

/S (OanmaX]



of the incoming connection is assumed, so the activ-
ity factor is neglected. The rest of the calculation
remains unmodified.

The probability Ps(n*) denotes the conditional
probability that the current system state n* has been
reached from the predecessing state n* — 1, by an in-
coming connection of service class s. This probability
is given by

(1= Bs(n*)p(n*)asts
> (1= Be(n*))p(n*)a

tes

Ps(n*) =

(33)

Finally, the total blocking probabilities can be cal-
culated. As in the multidimensional case they consist
of hard and soft blocking;:

Pooer(s) = >

J9<Mmax —Ys

Bs(ig)p(ig)

soft blocking

+ > lkg), JkeNo
Nmax —YPs <kg<Nmax
hard blocking
(34)

The soft blocking part reflects the possibility that in
every system state n* an incoming connection could
be blocked due to the stochastic nature of the trans-
mission power. The hard blocking part can be seen
as blocking due to hardware restrictions if 7yax is
chosen properly, or, if no restrictions are given, due
to the theoretical maximum of the cell capacity.

5 Numerical Results

In this section, we investigate the proposed algorithm
in respect of accuracy and show its relative robust-
ness against problematic scenarios. Furthermore, we
carry out a short parameter study in order to show
the effects of several influencing variables on the per-
formance of a WCDMA cell. The parameters which
remain constant throughout the section if not stated
otherwise are listed in Table 1. We use a system sce-
nario with a hexagonal cell layout and one surround-
ing tier, which corresponds to six NodeBs surround-
ing the considered NodeB. The mean transmission
powers of the surrounding NodeBs forming the oth-
ercell transmission power are 3000mW for each, with
a standard deviation of 200mW.

The service definitions are shown in Table 2. The
12.2kbps service class corresponds to the voice ser-
vice, whereas the classes with higher bitrates are de-
signed for data services.

system chiprate 3.84Mcps
number of surrounding 6
NodeBs
cell layout hexagonal
. de = —128.1 —
attenuation model 37.6log o (dist (z, k)
distances between okm
NodeBs
mean transmission
power of NodeBs in Y 3000mW
standard deviation of
transmission powers of 200mW
NodeBs in Y

Table 1: System parameters

service 1 9 3
class
bitrate 12.2kbps 64kbps 144kbps
target-
5.5 4 3.5
Ey/No
Ey/No
standard 1.2 1.2 1.2
deviation

Table 2: Service class definitions

The simulation we use for validating the analytical
results is an event driven simulation designed to ver-
ify our assumptions. This means, the system model
is implemented as described in Section 3. On each ar-
rival event, the positions of the number of connected
mobiles are randomly determined. Then, the current
transmission power is calculated and the arriving mo-
bile is admitted to the system if the transmission
power is below the admission threshold. So, the sim-
ulation does not consider all features of UMTS but
concentrates on the aspects critical for our analysis.

5.1 Analysis of the Algorithm

As stated in the previous sections, there exist sev-
eral factors influencing the quality of the approxi-
mation the algorithm provides. The algorithm relies
on the subsumption of states with similar load situ-
ations. This implies that the granularity of the basic
resource unit g influences the approximation results,
since with an increasing coarseness of the state space
more states are subsumed into one macro state. Con-
sequently, this leads to higher approximation errors.
Another aspect is the approximation of the load dis-
tribution within an arbitrary system state with a log-
normal distribution. This approximation is based on
the assumption that in a state, the contributions of



the different service classes to the load are similar.
This assumption can be violated if in a scenario with
several service classes the activity factors are very
distinct from each other.
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Figure 4: Scenario with three service classes and inho-
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Figure 5: Scenario with always ON users

Such a scenario is illustrated in Fig. 4. The sce-
nario consists of three service classes with bitrates of
12.2kbps, 64kbps and 144kbps. The activity factors
v, are chosen very inhomogenously as 1, 0.6 and 0.1.
The normalized mean offered cell load corresponding
to 1, ranges from 0.10 to 0.16. These loads are as-
signed to the service classes with ratios of 0.70 for the
first, 0.25 for the second and 0.05 of the third class.
The inhomogenous activity factors lead to the overes-
timation of the blocking probabilities by the analytic

algorithm (denoted by the dashed lines) in compar-
ison to the simulated results (solid lines). Although
there is a significant aberration in this scenario, the
magnitude of the results are still quite good com-
pared to the simulated results.

Fig. 5 shows blocking probabilities for the same
service classes, but with always-ON users, i.e. with
activity factors of 1. Since the contribution of the
service classes to the load is now more homogenous,
the approximation is significantly better than in the
inhomogenous case. Especially the blocking proba-
bilities for the 144kbps service class do not diverge
to the extent as in the first scenario.

Note that the offered load is chosen in a range
which leads to blocking probabilities we consider as
realistic for system planning. The blocking targets
for the different services are usually in the range from
1% to a maximum of 5%. Within this range, the
algorithm yields results of acceptable accuracy.

5.2 Parameter Study

Now we want to investigate the influence of several
system parameters on the blocking probabilities and
cell capacity, respectively. One interesting variable
is the standard deviation of the target-FEp/Ny val-
ues, which reflects the error induced by the imperfect
power control. We define a scenario with three ser-
vice classes as in the previous section but with more
moderate activity factors of 0.4 for the voice class,
0.6 for the 64kbps service and 0.8 for the 144kbps
service class. The service mix is again 0.70, 0.25 and
0.05. Furthermore, we define a set of maximum ac-
ceptable blocking probabilities as 1%, 3% and 5% for
the three services.

We increase the standard deviation of the target-
Ey/Ny values from 0.2 to 1.6 and calculate the cell
loads for which the acceptable blocking probabilities
are not exceeded. The resulting curve is shown in
Fig. 6. Since higher standard deviations increase the
stochastic moment of the overall system, the cell ca-
pacity decreases. Note that typical values for the
standard deviation are around 1.2 to 1.5, so the val-
ues left from the indicated area reflect the (unreal-
istic) case of a virtually perfect power control. It
can also be stated that whithin this area, even small
changes of the standard deviation leads to changing
cell capacities.

Another interesting aspect is the impact of the
transmission powers of the surrounding NodeBs (the
othercell transmission power) on the cell capacity. It
is obvious that a higher othercell transmission power
leads to a lower cell capacity, so we focus on the ef-
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Figure 6: Influence of the target-Ey/No standard devia-
tion on the cell capacity

fects of the variance of these power. For this reason,
we increase the standard deviation of the transmis-
sion powers of all surrounding NodeBs from 0mW
to 1000mW. The rest of the scenario is equal to the
previous one.
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Figure 7: Cell capacity depending on the standard devi-
ation of the othercell transmission power

The resulting curves are shown in Fig. 7 and 8.
The first figure shows the correlation between stan-
dard deviation of the othercell transmission power
and the cell capacity. The cell capacity begins to
decline at a deviation of ca. 200mW. These results
show that the variance of the load of the surrounding
cells must be taken into account for a proper network
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Figure 8: Corresponding blocking probabilities
planning.

In Figure 8, the blocking probabilities correspond-
ing to the cell capacities in Fig. 7 are illustrated. The
dashed lines denote the target blocking probabilities
of the service classes. In this scenario, the limiting
service class is the 12.2kbps service, since its target
blocking probability is the most stringent.

6 Conclusion

The goal of this paper was to develop an analytic al-
gorithm suitable for the determination of WCDMA
downlink cell capacities. We developed a system
model which includes imperfect power control, i.e.
the power control error, and introduced a service load
factor describing the contribution of the various ser-
vice classes to the cell load as well as a positional
load factor wich depends on the position of a mobile
in the cell. We modelled the call admission control
in WCDMA with a blocking condition based on the
current transmission power of the NodeB. The re-
sulting soft blocking probabilities were used to mod-
ify the transition rates in an S-dimensional Markov
chain to include soft capacity in the calculation of the
overall blocking probabilities. In order to make the
computation of the blocking probabilities and capac-
ities feasible within an acceptable time, a recursive
algorithm was introduced. The algorithm approx-
imates the state space and provides results with a
good match to the simulation. In the numerical re-
sults section we have shown that the power control
error has a significant impact on the overall capacity
of a WCDMA cell. Furthermore, we have seen the
influence of the surrounding NodeBs’ transmission
powers on the cell capacity.
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