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Abstract— In this work, we present several end-to-end protec- of required backup bandwidth if backup capacity sharing is
tion switching mechanisms for application in Multiprotocol Label  possible. In [2], we have investigated the performance of
Switching (MPLS). In case of local outages in the network, they pese mechanisms with regard to required backup capacity in

deviate the traffic around the failed element over backup paths. . . . :
They are easy to implement and reduce the additional capacity to different network topologies. The Self-Protecting Mylths

maintain the Quality of Service (QoS) on the backup paths. We (SPM) is the most efficient solution for protection switagin
study the capacity savings of the presented methods for various and its performance depends on the network topology.
protection schemes Wi_th differen;.traffic matrict_es. We further The contribution of this paper is the investigation of the
test the influence of different resilience constraints such as the proposed protection switching mechanisms for differeaffitr
set of protected failure scenarios, bandwidth reuse restrictions . . . .
due to optical communication, and traffic reduction due to failed matrices and undgr various r¢S|I|ence anstralnts su_chgas t
border routers. set of protected failure scenarios, bandwidth reuse otistnis
due to optical communication, and traffic reduction due to
failed border routers.
Key\(vords: Resilience, Protection Switching, Network Dimen-  Thjs paper is organized as follows. Section 2 describes
sioning the protection switching mechanisms in detail, the applied
traffic model, and various resilience constraints. The misak
. INTRODUCTION results in Section 3 demonstrate the performance of our
Carrier grade networks are expected to provide Quality pfotection switching mechanisms under the discussed side
Service (QoS) in terms of packet loss and delay, to offepnditions. Section 4 summarizes this work.
99.999% availability, and high reliability even in case of
network failures. This challenge arises, e.qg., for virju@ate II. PROTECTIONSWITCHING MECHANISMS
networks (VPNs) or in the terrestrial radio access network-l-hiS work is about routing optimization and load balancing

(UTRAN) of the Universal Mobile Telecommunication Syster’ri1n a very broad sense. To avoid any confusion, we delimit it
(UMTS). Today’s Internet Protocol (IP) technology enableﬁ '

a global and best effort interconnection of remote hosts angm other network optimization approaches.
servers. The best effort service does not meet the requitsme ) o
of carrier grade networks but the wide deployment and tfe Routing Optimization
simple operation of current IP networks calls for Next A well investigated problem is routing optimization in the
Generation NetworkéNGN) based on IP to substitute framepresence of limited link capacities for a given traffic matri
relay and ATM solutions. This is a multi-commodity flow problem and its solution can
Conventional telephone networks achieve the five ninbg implemented, e.g., by LSPs. For IP routing, a similar
reliability by massive redundancy of hardware provisignin approach can be done by setting the link cost appropriately
With packet-switched networks, a similar reliability cdube such that all traffic is transported through the network and
achieved by traffic rerouting in case of local outages, e.ghat the mean and maximum link utilization is minimized
link or router failures. With connection-oriented techogies [3]. Pure IP and MPLS solutions may also be combined [4].
like Multiprotocol Label Switching (MPLS) route pinning is These approaches require the knowledge of the traffic matrix
possible which provides the setup of label switched pathgich is usually not known for best effort traffic. This preti
(LSPs) with explicit routes. This enables a finer control a6 tackled by [5] presenting a stable closed loop solution
routing in outage scenarios. Such mechanisms are callesing multi-path structures. Load balancing should be done
protection switching. In [1] we have presented differentd-enon a per flow basis and not on a per packet basis to avoid
to-end (e2e) or border-to-border (b2b) protection switghi packet reordering which has a detrimental effect on the TCP
methods that work with minimum information about networkhroughput. The hash based algorithm in [6] achieves thalt go
failures, i.e., an ingress router switches traffic of a fhilevery well. The authors of [7] present an online solution for
path locally onto backup paths. Multi-path structures avadll routing with resilience requirements. They try to minimthe
balancing provide degrees of freedom for the minimizatidslocking probability of successive path requests usintablé



single-paths as primary paths and backup paths. The backope network routers. Fourth, to keep the fault diagnostics
bandwidth may be shared or dedicated. and the reaction to failures simple, the ingress router Ishou
Routing with resilience requirements can also be consitleree able to detect a failure and to react locally by switching
under a network dimensioning aspect, i.e. the traffic masrix the traffic to another path. With general multi-path stroes
given and the link capacities must be set. This problemys tripaths may fork and join in transit routers. If a partial pathsf
ial without resilience requirements since a suitable badthw the whole multi-path can not be used anymore. Implementing
assignment for the shortest paths is already an optimum sajeneral multi-paths as a superposition of overlappinglsing
tion. It becomes an optimization problem if capacity shagrinpaths prevents that problem because only some paths may fail
for backup paths is allowed. The routing must be designéicase of a local outage. However, this increases the nuaiber
and the capacity must be assigned such that primary papiesallel LSPs and makes the state management more complex.
and shared backup paths require minimal network capacKinally, only disjoint paths are left as transport alteives for
while the backup mechanisms provide full resilience for multi-paths.
given set of protected failure scenarios. This is fundaalgnt ~ Another restriction for path layout are Shared Risk Link
different from the above problem since both the routing ar@roups (SRLGs) [11], [12], [13] which group network ele-
the link bandwidth are optimized simultaneously. Note thaments together that may fail simultaneously with a high prob
the results of such calculations depend on the capabilifiesability. For instance, all links originating at the same tesu
the applied restoration schemes. The results of [8] can lile wfail if the router goes down. SRLGs are motivated by optical
implemented since this work applies only single-paths fithb networking where a single optical fiber duct accommodates
primary and backup paths and relocates only affected pyimaeveral logically separate links. In our work, we consider
paths. However, they renounce on multi-paths routing aad loonly the first scenario and the second one in a trivial way
distribution for path restoration purposes. This is esgBci by excluding parallel links. However, we do not take general
important in outage scenarios because traffic diverted o@RLGs into account because our focus is the performance
several different paths requires only a fraction of the lb@ack evaluation of basic protection switching mechanisms ard no
capacity on detour links. If backup capacity sharing isvedld, their adaptation to SRLGs.
this backup capacity may be used in different failure sdesar
by different rerouted traffic aggregates. This leads todased . N . .
resource efficiency since less additional resources must o Protection Switching Mechanisms for Backup Capacity
provisioned in the network. In [9], [10] multi-path routing eduction
is used and the required network resources are minimized byVe present several protection switching mechanisms and
calculating the optimum path layout and routing indepetigien explain the idea of our algorithms for their layout.
for each failure scenario. However, feasible backup smhsti  Path protection (PP) mechanisms transport the traffic lysual
require additional technical constraints that are misgin], on a primary single-path and use the multi-path backup struc
[10] but these results present lower bounds for the requirtite only in case that the primary path fails due to somerfailu
backup capacity. in the network. We have proposed two different solutions
to calculate the primary path. THeDSP approach takes the
shortest path of & disjoint shortest path solution [14], [15].
This guarantees that link and node disjoint backup paths
We consider the independent path layout calculation basegh be found afterwards if they are topologically feasible.
on general multi-paths for the normal operation mode and f8nother routing approach is minimum traffic (MT) routing,
each failure scenario like in [9], [10]. We explain why thesee., the primary paths are chosen in such a way that the
results can not be implemented as restoration mechanisths araximum traffic rate traversing a node is kept small. An
derive technical side constraints for feasible backuptsmis. optimum multi-path backup structure (OPT) together with a
In an outage case, the broken paths are definitely rerouted load balancing function for each node can be derived by a
paths that are not affected by the failure might also need general, computation intensive linear program (LP). Havev
be shifted to obtain a resource minimal solution. Firsts thihe result is a multi-path where partial paths may fork and
requires that the information about the specific locatiothef join, hence, it is not suitable for implementation purposes
failure is propagated to all ingress routers to trigger@rton The computation of up td —1 disjoint shortest paths like
switching for a specific outage scenario. This entails esiten above is the preferred solution for practical applicatiBased
signaling in a critical system state at a time for which thaglo on this structure, an optimized load balancing for the multi
distance connectivity in terms of hops is corrupted. Secthred path is computed for the case that the primary path failss Thi
relocation of the paths can not be done simultaneously. femaptimization is based on a non-integer LP that runs quite fas
paths than necessary are deflected, this might lead to¢ransi The Self-Protecting Multi-Path (SPM) consists of upio
overload on some network elements that can be avoided if oplgths of akDSP computation. In contrast to PP, the traffic is
broken paths are redirected. Third, if each connectionshald distributed onto all paths in the no failure case, too. If one
backup path for each protected failure scenario, a largaiamopartial path fails, the traffic is redistributed onto the Wing
of paths must be pre-installed and administered. This makgsths by gpath failurespecific load distribution function. Like
the path configuration very complex and the large numbabove, the load distribution functions are derived base@ on
of paths is a problem for the state maintenance of todayisn-integer LP.

B. Restrictions for Path Layout



In the following, we mainly use abbreviations to refer td’ contains all routers and the set of edgéscontains all
specific protection mechanism. For example, 5DSP-4DSPbk@lirectional links. The number of bidirectional edgesvieg
means that the single primary b2b path is chosen as the shorée nodev is called node degredeg(v). The average node
path from a 5-disjoint shortest path solution and the othér (degree can be computed Byg,.,= 21l
most) 4 are taken for path protection. Load balancing is done
in an optimal way by a non-integer LP. With MT-OPT the =
primary path is found by a MT routing solution and the backup N o
multi-path together with a load balancing scheme is contpute
by a LP. Finally, 5SPM-O signifies an SPM consisting of up
to 5 disjoint paths with optimal load balancing.

D. Resilience Constraints

Network resilience is a soft expression as it means fault
tolerance against a set of faulty networking scenarios that
adhere to some assumptions. We present them in the following

1) Protected Failure Scenariosthe optimization of protec-
tion switching mechanisms requires a set of protectedrtilu
scenariosS which contains by default the working scenario.
We consider three different options. “Link protection” ésk
only all single bidirectional link failures into account,duter
protection” respects only single router failures, and W& &y 1 The cosT-239 core network.
the consideration of both single bidirectional link and teyu
failures “full protection”.

2) Traffic Reduction: In normal operation without any

The network in Figure 1 is the optical core of the infras-
failures, all b2b aggregates are active. If routers failnewf tructure in the COST-239 project [16]. The project was part
them may disappear. We consider several options. If netwdtkthe “European Co-operation in the Field of Scientific and
nodes lose only their capability to transport transit flows b 1echnical Research” and concentrated on ultra-high cgpaci
if they are still able to generate traffic, then we talk aboﬁpt'cal transmission networks. The Lab03 ne_twork in Fng_Jre

“no traffic reduction”. If failed nodes stop sending traffic!S t@ken from the testbed of the KING project [17]. It is a

we talk about “source traffic reduction”. We have “full traffi modification of the UUNET in 1994 where all nodes with

reduction” if traffic is stalled if either its source or dewttion @ node degree of at most 2 are successively removed. We
node does not work. use both networks in our performance evaluation becauge the

3) Bandwidth Reuse:n packet switched networks, nofave different structural properties.

resources are physically dedicated to any flows. If traffic is
rerouted due to a local outage, the resources can be automati Tor
cally reused for transporting other traffic. Hence, “barditvi
reuse” is possible. In optical networks, connections amgndo

to physical resources like fibers, wavelengths, or timesslot
If a network element fails, there might not be enough time to
free the resource of a redirected connection. This is the “no ¢==
bandwidth reuse” option because network resources afldcat
by failed paths can not be reused for backup purposes.

I1l. EXPERIMENTAL SETUP

We shortly describe the studied network topologies and the Mia
model for the traffic matrices that are used for an analytical
calculation of the required capacity based on the equations™9- 2- The Lab03 network.

1.

A. Test Networks
B. Traffic Matrices

We want to evaluate the performance of protection switching
mechanism in the context of carrier grade networks. Thezefo The overall offered traffic by all b2b aggregates is denoted
we focus on core network structures by means of two topolby c¢;,;. We create a traffic matrix proportional to the pop-
gies taken from operational networks. ulations 7(v) associated with the respective nodes The
The network structure is described by graph notation, i.ealculation of the b2b aggregate traffi€g, .,) is based on
the topology is given by = (V, £) where the set of vertices the populations given in Tables | and Il and the following



equation: sizes increases. As a consequence, most of the traffic flows
Coopm(v)m(w) for v # w among fewer c_ities, which impac_ts the coeffit_:ient of vaoiati
AGow) = Y wyev,ary T(@) T(Y) ) 1) of the entries in the traffic matrix. We consider the average
’ 0 for v = w. path length fen.7,) weighted by the corresponding traffic.
Large cities (fort = 1) are usually connected closer among
TABLE | each other than smaller cities. If they grow in size, thefitraf
POPULATION OF THE CITIES AND THEIR SURROUNDINGS FOR THEABO3 ~ adgregates among them gain in pmpor“?" of the overafidraf
NETWORK. and the hop distance among them dominates the average path
length. Thus, the average path length in Table Il decreases
name(v) | m(v) [10°] | name(v) m(v) [10°] with increasingt for the Lab03 network and it shows two
nggﬁ ‘3‘}1(1)3 k/ﬁ: nﬁnge'es ggég local minima for COST-239. These observations show that the
Buffalo 1170 New Orleans 1338 traffic matrix has changed considerably.
Chicago 8273 New York 9314
Cleveland 2250 Orlando 1645 IV. RESULTS
g:y@zr giég Zgﬁegr';ncisco f?gi We _compute optimized path protection structure; and OSPF
Houston 4177 Seattle 2414 rerouting for both example networks. If not mentioned dif-
Eansvas g;g xroﬁ,mt jggg ferently, we use a homogeneous traffic matrix (ie= 0),
as Vegas ashingron full protection, no traffic reduction, and bandwidth reuse a
resilience constraints. We dimension the links approglhyat
TABLE I X "
and ¢(Ns) denotes the sum of their capacities. The sum of
POPULATION OF THE RESPECTIVE COUNTRIES FOR THEOST-239 . . . . .
NETWORK all link capacitiesc(N') for OSPF routing without resilience
' requirements is the reference case. We express the required
name(v) 7(0) [10°] | name(o) | #(v) [10°] backup capacity relative to this reference Case(E;%%) -
Amsterdam (NL) 16101 Paris (F) 59343 1) .100%
Berlin (D) 82360 Prague (CZ) 10300 ’
Bruxelles (B) 10292 Rome (1) 58018 . .
Copenhagen (DK) 5363 Vienna (A) 8141 A. Impact of Traffic Matrices
London (UK) 60075 Zurich (CH) 7261 f ; iy
Luxembourg (L) Py Figures 3 and 4 show the required backup capacity in

As the traffic matrix has possibly a significant impact on

the required backup capacity,

distortion is still based or,; and the node populations

7w according to Equation (1) but we modify using an
exponential extrapolation with parameter

exp(d(v) - )
ZUGV exp(é(v) : t)7
with 7 = > ., 7(v). The valued(v) is determined by
(v, 1) m(v), i.e. 0(v) = ln(g). According to that
construction, the traffic matrix based on the original pagah
m andw(-,1) are the same.

m(v,t) = V-7 )

TABLE I
PROPERTIES OF EXTRAPOLATED NODE POPULATIONS

the COST-239 and the Lab03 network for different traffic
matrices that are obtained as described in Section Ill. All

we distort its structure. The

previously discussed protection switching mechanisms are
compared. Solid lines stand for well implementable sohgio
The dashed lines refer to general multi-paths as backups path
and are rather of theoretical interest. The curves in botlrédig
distinguish significantly in their absolute shape but alvéha
a minimum of required backup capacity in common. The
required backup capacity in the COST-239 network increases
for all mechanisms clearly with the variation of the traffic
matrix whereas the minimum capacity for the Lab03 network
is obtained fort =1 which corresponds to the most realistic
traffic matrix. Hence, both the network topology and theficaf
matrix have an impact on the required capacity.

The major difference in required backup capacity results
from the protection switching mechanisms. The difference i

[ 3 ] 2 | 1 0 1 2 3

Labo3 required backup capacity between OSPF and the protection
cuazLT;(-,t)] 7881 262 078| 0 | 0.69] 2.02] 529 switching mechanisms is evident for all traffic matriceseTh
lenpatn 291|268 | 243 | 215] 191 | 177 | 1.72 Self-Protecting Multi-Path (SPM) is by far the most effidien
COS[T'(23?)] S N M EN well implementable one and outperforms often even MT-OPT
Cyar|m(., . . . . . . . .. .
Tent™7 164 1541 1451 156 153 154 157 and 5DSP-OPT. It requires only 17% additional capacity to

protect the network against all link and router failurestfer0
in Figure 3. The curves for MT-OPT and MT-4DSP stop at

Table Il describes the effect of the extrapolation on the=1.5 in Figure 4 because MT routing yields for larger values

city sizes. All city sizes are equal fer=0. As a consequence, of t some primary paths that prohibit the existence of a disjoint
all b2b aggregates carry the same traffic. If a city is largbackup path. Moreover, the difference between the required
than the average city sizer(v) > 7), it is scaled down by a backup capacity of SPM and OSPF is almost constant, i.e.
negative value ot and it is scaled up for a positive value ofthe absolute capacity savings of about 60% do not depend on
t. With increasing|t|, the number of cities below the averagehe traffic matrix. Hence, the performance of the SPM is very
size increases and the number of cities above the average sitractive for all traffic matrices in our investigated netks
decreases. Therefore, the coefficient of variation of thg ciand outperforms clearly other feasible mechanisms.
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again the network size. In networks with a small average

shortest path length, there are only a few flows traversing

Fig. 4. The required backup capacity depending on the traffitrix for the ""?‘ns't routers. on_ly. th?se flows .are redirected if a rQUIer

Lab03 network. fails, other flows originating or ending at that router artei
removed or stay unchanged depending on the considered traffi
reduction option. In medium size networks, this effect saes

B. Impact of Various Resilience Constraints and router failure protection requires almost as much backu

We investigate the traffic reduction, protection, and bangg pacity as full prote_ction. The mere_link_ failu_re p_r O“?F’“is

. . . . about 10 percent points cheaper which is quite significant.
width reuse options for the calculation of the required logck . . . .

" Throughout all experiments the “no bandwidth reuse” re-

capgcmes. . .. striction leads to about 5 percent points more backup cgpaci

Figures 5 and 6 show the required backup capacity for .
the 5SPM-O protection scheme in the COST-239 and in tﬁgmpared to bandwidth reuse by backup paths.
Lab03 network. The traffic reduction has no effect if onlyklin
failures occur. Otherwise, it has hardly effect except tarter V. CONCLUSION
failures in the COST-239 network. Due to the small size of tha In this paper we have presented various end-to-end pro-
network, the proportion of the reduced traffic is large, teda tection switching mechanisms that are simple and easy to
to the overall traffic and, therefore, the impact of full fimf implement. In case of a local outage, the source router de-
reduction is significantly larger than in the Lab03 network. viates affected traffic by switching it onto different eralend

If both single link and router failures are protected, dligh paths such that no additional signaling is required in failu
more capacity is required than just for single link or routescenarios. Backup capacity sharing among different flows in
failures, respectively. In the COST-239 network, singleteo different failure scenarios allows for considerable cityac
failure protection needs the least backup capacity whilglsi savings. Multi-path structures together with load balagci
link failure protection needs the least backup capacityhi toffer degrees of freedom for capacity minimization which is
Lab03 network. The reason for that contradictory result @escribed in [1].



We have investigated the suitability of these backup strua4]
tures with regard to different traffic matrices, differenop (1]
tected failure scenarios, different traffic reduction meder
border router failures, and different capacity reuse atio
The results show that the optimized Self-Protecting MRth  [16]
(SPM) requires the least backup capacity and the difference
to other solutions increases with realistic traffic masicEhe [17]
required capacity depends on the protected failure saEnari
but for large networks, the protection of all router failsiig
similarly expensive as the protection of all router and link
failures. If border routers fail, the traffic load in the nerk
might be partly reduced. The removal of flows with (1) only
a failed ingress router, (2) only a failed egress routeraf8)
with both ingress and egress routers failed has a significant
impact on the traffic in the network but does not influence
the required backup capacity. “Bandwidth reuse” on working
elements of failed path for backup purposes reduced the
required capacity in all experiments by about 5%. The “no
bandwidth reuse” option applies, e.g., in optical networks

In conclusion, the SPM is an attractive backup solution
whose benefit against alternative solutions is increased by
realistic networking scenarios and it works well under all
considered resilience constraints.
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