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Abstract— The self-protecting multipath (SPM) is a simple dimensioning in such a way that the overall required network
protection switching mechanism that can be implemented, e.g., capacity is minimized, which is needed to carry and protect
by MPLS. We present a linear program to optimize the SPM 6 yraffic. In addition, the complexity of the LP is investigd

load balancing parameters for network dimensioning. Our study . o . )
shows that the SPM is a very efficient mechanism in the sense POth theoretically and by empirical data. This is crucial tfee

that it requires only little backup capacity since it outperforms ~assessment of the practical applicability of this optiricra
the p-cycle approach and the shortest path rerouting by far. approach.

The investigation of the computation time and the memory  This paper is organized as follows. Section Il gives an
consumption recommends the Simplex method as an LP solver q arview on protection switching techniques. Section K+ e

rather than an interior point method (IPM). The computation . L .
time of the program depends mainly on the number of links in plains the LP for the optimization of the SPM load balancing

the network and it is well feasible for small and and medium functions and analyzes its complexity. Section IV invests
size networks. For large networks, however, fast heuristics are the required backup capacity of the SPM; furthermore, com-

required. putation time and memory consumption of the optimization
program are studied by experimental data. Finally, the lcenc
sion in Section V summarizes this work and gives an outlook

Carrier grade networks require high availability which isn further research.
often as high as 99.999% such that restoration or protection
switching is required. Restoration sets up a new path after
a failure while protection switching pre-establishes hgck In this section we give a short overview on various resileenc
paths in advance. A typical restoration scheme is routimgechanisms to contrast the SPM against other approaches.
convergence in IP networks, which heals broken paths some ) )
time after a failure. A typical protection switching mecisan A Restoration Mechanisms
is the primary and backup path concept, where the traffic isAs mentioned before, restoration mechanisms take actions
switched onto the backup path as soon as the primary patily after a network failure. They try to find new routes or set
does not work anymore. Protection switching or restoratiarp explicit backup paths when the traffic cannot be forwarded
mechanisms alone are not sufficient to maintain the fulliserv anymore due to link or node failures. The disadvantage df suc
availability during network failures. Then, the links cathe methods is obvious: they are slow. The re-convergence of the
normal traffic together with the traffic that is deviated by thIP routing algorithm is a very simple and robust restoration
resilience mechanism. As a consequence, the quality oicgervmechanism [3], [4]. Another example are backup paths in
(QoS) can only be met if the links have enough capacity. THMPLS that are set up after a network failure.
must be taken into account for network provisioning. If the . o .
link capacities are already given, the structure of the bpckB: Protection Switching Mechanisms
paths must be laid out in such a way that they have enoughlrhe authors of [5] give a good overview on different
capacity for all relevant failure scenarios. protection switching mechanisms for MPLS.

In this paper, we focus on the self-protecting multipath 1) End-to-End Protection with Primary and Backup Paths:
(SPM) which is a protection switching mechanism that h&ackup paths are set up simultaneously with primary paths
been proposed in previous work [1], [2]. The SPM consistind in case of a failure, the traffic is just shifted at the path
of several parallel paths between source and destinatiorgress router of a broken primary path to the corresponding
and a load balancing function distributes the traffic over ttbhackup path. This is called end-to-end protection. It igefias
working paths. The particularity of that concept is that ththan restoration methods but the signalling of the failoréhe
traffic may be spread over several paths both under nornpaith ingress router takes time and traffic already on the way
networking conditions and in case of network failures. tFirsis lost.

a multipath structure for the SPM is found and then, the load2) Fast Reroute MechanismdIPLS fast reroute (FRR)
balancing function can be optimized. The contribution @$ thtackles the problem of lost traffic in case of end-to-end
paper is a concise presentation of a linear program (LP) thmbtection. Backup paths towards the destination are set up
optimizes the load balancing function of the SPM for networkot only at the ingress router of the primary path but at

I. INTRODUCTION

Il. OVERVIEW ON RESILIENCE MECHANISMS
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almost every node of the path [6], [7]. Then, a backup patlifferent failure scenarios. Routing optimization can ues

is immediately available if the path breaks at some locatiothe required network capacity considerably by maximizimey t
Currently, fast reroute mechanisms are also discussedPforchpacity sharing. This has been exemplified by [18] and [1]
networks. Several solutions are being discussed but arpedfe and we also focus on this problem for the SPM in our work.
method is not yet established [8]-[11].

3) p-Cycles: The protection cycle (p-cycle) approach [12],
[13] is a protection switching mechanism originally design
for ring structures. “On-cycle paths” are protected by thme The SPM consists of parallel paths over which the traffic
plementary path on the ring in counter direction. “Straaglli is distributed according to a load balancing function. Trais
paths” cut the ring twice and can be protected by the bothitable choice of the multipath layout and the optimizaid
halves of the p-cycle operating in opposite direction. Bley the path failure specific load balancing function can migeni
are known as very efficient protection switching mechanisthe required capacity to support a given traffic matrix. t-irs
because they can be configured such that less than 50% backaglescribe a heuristic for the path layout, then we exptzén t
capacity is required [14]. In Section IV-A.2 we compare thénear program for the optimization of loaf balancing funat
efficiency of the SPM and the one of p-cycles. and finally, we analyze the complexity of the linear program.

4) Self-Protecting Multipath:The self-protecting multipath
(SPM) has been presented first in [1], [2]. Its path Iayotﬁ' Path Layout
consists of disjoint paths and the traffic is distributedrove The SPM consists of disjoint parallel paths such that the
all of them according to a traffic distribution function (se€emaining paths are still working if one path fails due to the
Figure 1). If a single path fails, the traffic is redistribdite failure of a single network element. In some cases the né&twor
over the working paths according to another traffic distitou topology does not allow to find disjoint paths. However, iis th
function such that no traffic is lost. Thus, a specific traffitheoretical investigation, we do not consider this casd, ian
distribution function is required for every pattern of wong practice, there are workarounds to cope with that problem.

IIl. OPTIMIZATION OF THE SPMFOR CAPACITY
DIMENSIONING

paths. We shortly mention two different algorithm families thatiine
/a—t»f”\ finding link or node disjoint paths in a network. Finally, we
L N clarify the relation to shared risk link groups (SRLG).
(5 "R % " % 1) Iterative Application of the Shortest Path AlgorithrA:
very intuitive method to find link or node disjoint paths in a
%—’G % network is based on the shortest paths algorithm. The paths

are obtained iteratively: once a shortest path betweenrapai

nodes is found, its links or nodes, respectively, are remhove
] o from the topology. When no additional path can be found, the
C. Routing Optimization algorithm stops. This simple approach does not always lead t

The traffic matrix and the paths of the flows togethehe shortest disjoint paths (see Figure 2(b)) or it cannehev
determine the resource demands on the links. The layoutof find disjoint paths (see Figure 2(a)) at all although didjoin
paths may be optimized to minimize either the link utilipati paths exist (see Figure 2(c)).
or the required network capacity. In the following, we addre 2) Algorithms for Shortest Disjoint Paths Calculation:
briefly different optimization objectives to distinguishuro Bhandari’s book [19] gives a good overview on different al-
optimization problem from others. gorithms to find disjoint paths in networks. Several aldoris

1) Routing Optimization for Networks with Given LinKind pairs of disjoint shortest paths [20]. This is, howevert
Capacities: In already provisioned networks, the capacity ofet sufficient for the path layout of the SPM since its multipa
the links is fixed. If the traffic matrix is given, the maximumshould be as broad as possible. Thdisjoint shortest paths
link utilization in the network under failure-free conditis algorithm [21] yieldsk disjoint shortest paths & such paths
can be minimized by a suitable routing. This has been doerist in the topology, otherwise the algorithm returns the
for IP networks [15], for MPLS networks, and for hybridmaximum set of disjoint shortest paths. Node disjoint paths
networks [16]. If restoration or protection switching isplipd, can be found with the same algorithm as for link disjoint
the target may be to minimize the maximum link utilization irpaths if the underlying graph structure is transformed chsa
any failure case. This has been done for IP networks [3], [4jay that the nodes are represented by additional unidameeti
and for MPLS networks [17]. Thereby, backup capacities mdipks. In this work, we try to find at most 5 link and node
be shared by different flows and in different failure scemsri disjoint paths for the path layout of the SPMs.

2) Routing Optimization in Combination with Network Di- 3) Adaptation to SRLGsShared risk link groups (SRLGSs)
mensioning: In not yet provisioned networks, the networkare sets of links in a network that may fail simultaneously.
capacity and the routing may be determined together. lfifail Reasons may be, e.g., links on different wavelengths within
scenarios are not taken into account, shortest path routsagommon fiber or links on different fibers within a common
requires the least capacity. With resilience requiremdraw/- duct — they fail together in case of an electronic devicaufail
ever, backup resources may be shared by different flowsdn fiber cut. Another frequent reason for SRLGs are router

Fig. 1. The SPM performs load balancing over disjoint patteoating to
a traffic distribution function which depends on the workiveths.
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xo o0 -t TOom—1
asx = (T1> andX = ( : : ).The scalar

Tn—1,0 *** Tp—1,m—1
multiplication ¢-v and the transpose operatbrare defined
as usual. The scalar product of twedimensional vectors
e u and v is written with the help of matrix multiplication
u'v=>" uw,. Binary operators € {+,—, -} are applied
component-wise, i.a1o0v = (ug 0 Vg, . .., Up_1 © v,,H)T. The
@ same holds for relational operatosse {<, <,=,>,>}, i.e.
(a) First path prohibits second path. uov equalsy 0 <i<n: u; ov;. For simplicity reasons we
P P P define special vector® = (0,...,0)" and1 = (1,...,1)"
with context specific dimensions.
b) Links and NodesA network A= (V, £) consists of
n=|V| nodes andn =|&| unidirectional links. The links are
represented as unit vectoss € {0,1}™, i.e.

&

&S &= = e

0 i#j o
)i = for 0<i,j<m.
& (ei); 1 i=j =hrsm
c) Traffic Aggregates:We denote traffic aggregates be-

(b) Suboptimal disjoint paths solution. o
tween routersv; and v; by d = (i,7) and the set of all

e aggregates bPP={(i,7) : 0<i,j<n andi#j}.
d) Single Paths:A single pathp; associated with a
S = P2 @ demandd € D between two distinct nodes is a set of
contiguous links represented by a link vectare {0, 1}™.
e) Multipaths: The basic structure of an SPM for a traffic
P=<y aggregated is a multipathP4 that consists ofs,; pathsp}
for 0 <i < kg4 that are link and possibly also node disjoint
(c) Disjoint paths solution. except for their source and destination nodes. It is reptede
Fig. 2. The iterative application of the shortest path dtpars cannot find by a vector of single path®4 = (p3, ...,plgdfl). Thus, a
shortest disjoint paths in some cases. multipath is described by a matriRq € {0, 1}kde.

failures. To work with SRLGs, the disjoint paths of SPMs 2) Implications of Failure ScenariosWe first define the
should not contain links of the same SRLGs; otherwise, sévepet Of protected failure scenarios and then we discuss the
paths of the SPM fail simultaneously and they do not protelplications of failure scenarios in general.

each other anymore. Therefore’ an adapta’[ion of the paths a) Set of Protected Failure Scenarioé: failure scenario
layout to SRLGs needs to avoid links of common SRLGs ohis given by a set of failed links and nodes. The set of pro-
disjoint paths. This is a difficult NP-hard problem [22] whic tected failure scenariaS contains all outage cases including
cannot be solved efficiently for general SRLGs. Howeveifie normal working case for which the SPM should protect
specific SRLGs can be respected efficiently, e.g. by no#e traffic from being lost.

disjoint paths like in this work. The path layout for SPMs  b) Failure Indication Functiony(p, s) for a Single Path:

in case of SRLGs is not the focus of our work but rathekhe failure indication functior(p, s) yields one if a pattp

the optimization of the path failure specific load balancinig affected by a failure scenarig otherwise it yields zero.
functions for SPMs in the next section. c) Failure Symptomfy(s) for a Multipath: The fail-
ure symptom of a multipatiPy4 is the vectorfy(s) =

e
e(¢(pg,s),...,¢(p§d*1,s) and indicates its failed single
paths in case of failure scenaria Thus, with a failure
symptom offq = 0, all paths are working while fofg =1
connectivity cannot be maintained. In this work, we take the
i protection of all single link or node failures into accountls
that at most one single path of an SPM multipath fails. The set

1) Notation of Path Conceptswe introduce some basic ©f all different failure symptoms for the SPRq is denoted

notation from linear algebra that we use to model linksfitraf by fd:{fd(_s) :565}'_ ) )
aggregates, single paths, and multipaths. d) Traffic Reduction due to Failure Scenariadsormally,

a) Basic Notation from Linear Algebralet X be a all traffic aggregatesl € D are active. If routers fail, some
set of elements, theX” is the set of alln-dimensional demands disappear which leads to a traffic reduction that is

vectors andX™ ™ the set of alln x m-matrices with com- €Xpressed by the failure scenario specific set of aggre@ates

ponents taken fronX. Vectorsx € X" and matricesX € « No Traffic Reduction (NTR)We assume hypothetically
Xmxm are written bold and their components are written that failed routers lose only their transport capability fo

B. Optimization of the Load Balancing Functions

The objective of this section is the optimization of th
path failure specific load balancing functions for SPMsstir
we explain our notation of path concepts, then we introdu
implications of failure scenarios, and finally, we propos®e t
simple heuristics and the optimization for the load balagc
functions to reduce the overall required network capacity.
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transit flows but they are still able to generate traffic. b) Capacity Constraints with Bandwidth Reud&e now
Therefore, we hav®®, =D. formulate capacity constraints that describe the required

« Source Traffic Reduction (STRj:a certain router fails, bandwidths which are necessary to support the traffic in all
all traffic aggregates with this source node disappear. protected scenarios € S. In packet switched networks,

o Full Traffic Reduction (FTR):We assume that traffic resources are not physically bound to traffic aggregates. If
aggregates with failed sourae destination are stalled. traffic is rerouted due to a local outage, the released ressur

We use FTR for the computation of the results in this pap&f" be automatically reused for the transport of other traffi

but we considered all options in [23]. Under this assumption, the capacity constraints are
3) The Load Balancing Function and Simple Heuristics: VseS: Z Py .1(*";(5) -¢(d)<b. (3)

We introduce the load balancing function for the SPM and
present two simple heuristics for their configuration.

a) Load Balancing Functioif: There is one SPM for
each traffic aggregaté € D. This SPM has a load balancing : L N
function to distribute the traffic over itg, different paths. If ©) Lmeg ' E’rog_ram for.S.P M O.pt|m|zat|onThelobjectlve

. - R of the optimization is the minimization of the required netiw
certain paths fail, which is indicated by the symptdg{s), . o o

. . . ) ' . bandwidth. Thus, the objective function is
the load balancing function shifts the traffic to the remaini
working paths. Thus, the SPM needs a load balancing function 1"b — min. 4)
I, for each symptonf € F, that results from any protected ) ) L
failure scenarios € S. Since the load balancing functia ¢~ The free variables, that must be set in the optimizationgssc

deDg

In [2], [23], we have also proposed and investigated coimfa
that apply when capacity cannot be reused.

(Rg)* describes a distribution, it must obey are the load balancing functions and the link bandwidths.
171 =1 (1) vdeD Vfe Fy: 1 e (R)) (5)
d . be (Ra-)m' (6)

Furthermore, failed paths must not be used, i.e. The following constraints must be respected in the optimiza

tion process to obtain valid load balancing functions and
feasible link bandwidths.

Two very simple non-optimized options for load balancing afC0) Equation (1) assures that the load balancing function is
presented subsequently. a distribution.

b) Equal Load BalancingThe traffic may be distributed (C1)Equation (2) assures that failed paths will not be used.
equally over all working paths, i.elf = -2 (1-f). (C2)Equation (3) assures that the bandwidth suffices to carry

c) Reciprocal Load BalancingThe load balancing fac- the traffic in all protected failure scenarios.

tors may be indirectly proportional to the length of the j@rt C. Analysis of the Linear Program Size
paths (" p},). This can be computed by

fT1f,=0. )

f il L, . . The runtime of the above LP depends on the number of free
()= 1Tpid/ <20§j<kd 7171%)- These very simple heuris-ariables, the additional constraints, and the structtirthe

tics require a lot of backup capacity [2]. Therefore, opiaai program. We briefly estimate them depending on the network
tion of the load balancing function is required. size.

4) Optimization of the Load Balancing Functioithe opti- 1) Number of Free VariablesThe link bandwidthb com-
mization configures the load balancing function in such a wayises exactlyn]"*“=m free variables.
that the required network bandwidth is minimal for a given The consideration of the load balancing functiliﬁ(s) is
traffic matrix. We first introduce the traffic matrix and themore complex. One SPM exists for each traffic aggredat®
link bandwidths. Then, we formulate capacity constraits tand for each SPM a load balancing functithnis needed for
guarantee sufficient resources in all protected failureades. every SPM failure symptonf € F,. A load balancing vector
Finally, we summarize the linear program and formulate theas an entry for each of thie; link and node disjoint paths
objective function that allows the calculation of optinddead of the SPM. There is one load balancing vector for each SPM
balancing functions. failure symptom. We take all single link and node failures

a) Traffic Matrix and Link BandwidthsThe traffic rate into account in addition to the working scenario, so we have

associated with each traffic aggregdte D is given byc(d) exactly |Fy4| = kq+ 1 different failure symptoms. We use a
and corresponds to an entry in the traffic matrix. We descrifid! traffic matrix in our study, thus, the number of traffic
the network capacity by a bandwidth vectbr € (Rj)™, aggregates i$D|=n-(n—1). We denote the average number
which carries a capacity value for each link. The overatif outgoing links per node by the average node dedrgg,,
capacity in the network can be calculated byb. Similarly, which can be calculated Yegawg = . The average number
the vector indicating the traffic rates on all links, whicle arof disjoint paths for all SPMs is given WZI%\ Y aep ka
induced by a specific SP®4 and a specific failure symptomand it is smaller than the average node degreec degy.g-
f€F,, is calculated byPg - 1f - ¢(d). Taking this into account, the overall number of free varsbl
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isny "= cpka- (katl)~n-(n—1)-k*- (k*+1) <m?. the y-coordinate values give us the required backup capacit
Thus, the number of free variablesfe‘e +n3 ¢ =~ m+m? Each point corresponds to the average of 5 networks with the
scales quadratically with the number of links in the netwsorksame characteristics.

2) Number of Constraints:We calculate the number of 120 ‘ ‘ ‘
constraints resulting from (C0), (C1), and (C2) in Sectitn | R Network characteristics n = 10

B.4.c. Both (C0O) and (C1) require for each path failure S 100 AN 2223 .
specific load balancing function one constraint such that we £ \\\\ gfgg o
getnco =nc1 =) 4ep(ka+1) = n-m different equations. % 80 % AN gegmg 3 o
Constraint type (C2) requires an equation for each prafecte ;g’ ol \ \\\\\\ d‘:g:s; ‘5‘ .
failure scenario (working scenario and all single link amdi@ B \ \g\\\\\ de;egavg: 615 .
failures) and for each link. Thus, the number of constraigits S ) o \\\\\x degroen= 2 O
exactly nco = (1 + m + n) - m. After all, we get an overall g \\ D“lo\\ W deg, e = 3 ©
number of constraints of at mosf¥ , =m?+3-m - n+m. g = ] \\f\@‘ﬁ',

Thus, the number of constraints also scales about quaaliatic ~— €T
with the number of links in the network. 2 3 4 5 5
Avg. number of disjoint parallel paths k*

IV. RESULTS Fig. 3. Average backup capacity requirements for random eréssvdepend-

In this section, we show first the efficiency of the SPNhg on their average number of average parallel paths.
as protection switching mechanism. Then, we illustrate the ) ] ) ] )
computation time and the memory requirements of the above! Nere is an obvious trend in the figure: the required backup
described optimization algorithm for two different LP sioly capacity decreases significantly with an increasing number

approaches and illustrate the dependency of the computat®j Parallel pathsk™ for the SPMs. Networks with the same
time on the network structure. average node degrefeg,,, are obviously clustered, which

results from the fact that the average node degreg,, and
A. Efficiency of the SPM as a Protection Switching Algorithim* are strongly correlated. The dashed lines represent an ex-

We show by means of a multitude of sample networkaonential extrapolation based on a least square apprdgimat
that the SPM is a very efficient protection switching mecHf the points in each cluster. Such a cluster contains nésvor
anism. First, we calculate the required capacity for networWith different deviationsdegg:?” of individual node degrees
dimensioned for shortest path routing without any protecti from the average node degreeg,.,. Those networks with
since this combination requires the least capacity in aow @ Small deviationdegy: have a largek™ than those with a
Then, we calculate the required capacity for the SPM wilRr9edegg:;,” and need, therefore, less backup capacity. Large
protection of all single link and node failures and considdletworks require slightly less capacity than small netwprk
the additionally needed network capacity as backup capacfiowever, this trend is not so obvious. The SPM is quite
We use the backup capacity as the performance criterion§fficient since 20% backup capacity suffice to protect the
this study. First, we illustrate the required backup capdor traffic against all single link and node failures, providéditt
random networks depending on different topological charac the networks allow for enough disjoint paths.

istics. Then, we have a look at a specific research network andsortest paths rerouting is another option to find backup
compare the required backup for the SPM and for p-cyclesyaths which can be used for restoration. In [1], [2] we have
1) Dependency of the Backup Capacity on Topologicghown that this requires significantly more additional citya
Network Characteristics:In this section, we investigate theihan the SPM, and that the superiority of the SPM over shortes
required backup capacity depending on topological netwogin routing increases for networks with more disjoint path
characteristics. The degree of a network node is the numl?%viously, the SPM can take advantage of a highly meshed
of its outgoing links. We construct sample networks for Whichetwork topology while shortest path rerouting cannot profi

we control the number of nodese {10,15,20,25,30}, the  from it regarding its required backup capacity.
average node degreig,,, € {3,4,5,6}, and the maximum

deviation of the individual node degree from the averageenod 2) Comparison of the Efficiency of SPM and p-Cyclés:
degreedeg2%* € {1,2,3}. We use the algorithm of [2] for [14] the p-cycle concept has been investigated. An optimal p
the construction of these networks since we cannot contaycle layout has been found to protect the network with the
these parameters rigidly with the commonly used topolodgast capacity possible using a maximum cycle length as side
generators [24]-[28]. We sampled 5 networks for each obnstraint. The experiments were conducted with the COST-
the 60 different network characteristics and tested attmge 239 network, which has been a pan-European research network
300 different networks. Figure 3 shows their required nekwothat is often used in literature together with its original,
capacity under the assumption of a homogenous traffic matmpartly asymmetric traffic matrix [29], [30]. The most effiet

The network characteristics determine the shape of thagoirsolution required 44% backup capacity for p-cycles whike th
the corresponding x-coordinate values indicate the aeeragPM requires only 23.4%. After all, the SPM is a very efficient
number of disjoint path&* for the SPMs in the network, and protection switching algorithm.
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10e6 10e4

B. Experimental Runtime Analysis of the Optimization Algo- =
rithm 10e5 | (1)
w 3

We study the runtime requirements of the optimization g 10es | 1103 8
algorithm both with respect to memory consumption and E 8
computation time since this has a tremendous impact on the § wedr 1 10e2 2
feasibility of the above proposed optimization approadtstf T 10e2 | 3
we give a short introduction to linear programs (LP) and é- 1001 | %
solvers as well as to our implementation. Then, we analyze th S Simplex ime —e— | 10e1 =
memory consumption and the computation time of different 10e0 | Simplex memory — @~ - E
LP solvers and, finally, we illustrate the computation tiroe f 1001 Lo ‘ _ IPMmemory —©-- | o
the above mentioned results. 10 15 20 25 30

1) Linear Programs and TestbedThe solutions of LPs Network size (nodes)

may consist of rational numbers, they may be restricted f@. 4. Comparison of memory consumption and computation timehfer t
integer solutions, then the problems are called Integere(mi) Simplex and an interior point method for networks of differsiate.

Programs (IP, ILP), or they may be partly restricted to ieteg| p solver for the implementation of the minimization prable
solutions, then the problems are called Mixed Integer (&f)e Now, we investigate the computation time depending on the
Programs (MIP, MILP)) [31]. ILPs or MILPs are NP-completenetwork characteristic. In particular, we analyze the irnat
problems. Fortunately, our LP formulation has a rationgbr the networks considered in Section IV-A.1.

solution. Therefore, it can be solved by the Simplex alpanit  Figure 5 shows the average computation time depending on
or by Interior point methods (IPMs). The Simplex algorithigome network characteristics. Each point in the graph @snot
is quite fast in general, but it may have an exponential m@ti the average computation time of 15 networks with a common
in the worst case. In contrast, IPMs run in polynomial timgumber of nodes and a common number of links, i.e., these
[32] but they are more complex. Our implementation of thgetworks have also a common node degree. The computation
above LP uses the free softwa@\U Linear Programming time increases both with the number of links and the number
Kit version 4.8 [33] as an LP solver, which offers a Simplexof nodes in a network. For networks with a certain number of
and an IPM-based solver. Due to license issues, we avoidgfiks, the average computation time varies not more than by a
commercial standard software. We used an Intel Pentiumigbtor of 10. In contrast, for networks with a certain number
with a CPU of 3.20 GHz and 2 GB RAM. The operatingf nodes, the average computation time varies over several
system is SUSE 9.1. We used the ICC 8.1 compiler [34] witliders of magnitude. Thus, the number of links dominates the
options “-O3 -xP". Other compilers like GCC 3.3.3 [35] leccomputation time of the optimization program.

to the same memory consumptions but to longer computation 1065 — 14
times. —

2) Memory Consumption and Computation Time of Dif- % 10e4 |
ferent LP Solvers:First, we consider the efficiency of the £ 1n
above mentioned solver methods for LPs of different size. g 10e3
We take sample networks with 10, 15, 20, 25, and 30 nodes B 102! _
with an average node degree @fg,,, =5 and a maximum 2 1 Lmin
deviation ofdegy.%* =3. We calculate the solution of the LP E 10e1 |
and monitored the memory consumption and the computation ; 10Nodes —=—
time. Figure 4 shows the results. The computation time fer th z 1020 1 20 Nodes —— | 1s
optimization program based on the Simplex method is about ‘ ‘ 30 Nodes —o—

100 to 150 times faster than the one based on IPM. This holds 10e-10 25 50 75 100 125 150 175 200

both for small problems in networks with only 10 nodes that Network size (links)
execute within 1 second and for large problems in mediurfig. 5. Computation time for the optimization of different rand networks.
size networks with 30 nodes that execute within 16 minutes fo
the Simplex method. The memory consumption is 4.7 MB for V. CONCLUSION
small problems and 139 MB for large problems if the program In this paper, we have reviewed several protection switchin
is based on the Simplex method. For IPM, the memory comechanisms and, in particular, the self-protecting mattip
sumption is 4.5 to 13.4 times larger and the memory savings(&PM). Its structure is composed of disjoint paths that can b
the Simplex method increase with problem complexity. Aftealculated by a shortest disjoint paths algorithm. Thefitraf
all, the Simplex method is more appropriate than IPM to solve distributed over these paths according to a load balgncin
this specific minimization problem. Therefore, we use ithas t function that can be optimized in such a way that the sum
default solver in our studies. of all link capacities which are required to carry the traffic

3) Computation Time for Random Networks Using thall protected failure scenarios is minimized. We presetited
Simplex MethodAbove, we have studied the runtime requireeptimization algorithm for the load balancing function wini
ments for four different networks to identify the appropeia is based on a linear program (LP).
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We performed a numerical study based on random apdj
existing networks and took into account the protection of 6}'11]
single link and node failures. We showed that the SPM is'a
very efficient protection switching mechanism if sufficignt
many disjoint paths can be found in a network: addition&?l
backup capacity in the order of 20% may be enough to
protect the traffic against all single link and node failure$13]
The efficiency is clearly better than shortest path rergutin
and the consideration of the COST-239 network showed thaf,
the SPM also outperforms the p-cycle approach. We first
analyzed the complexity of the LP theoretically and then
illustrated its computation time and memory consumptio[@5]
experimentally. The program complexity is dominated by the
number of links in the network. The LP solution based on tH&f]
Simplex algorithm requires less memory and runs considierab
faster than the LP solution based on interior point metho¢s]
(IPM) although the Simplex algorithm has an exponentialeti
runtime complexity in the worst case whereas IPM runs With#“ig]
polynomial-time.

After all, the SPM is a capacity-efficient and simple pro[-19]
tection switching mechanism and, therefore, its applicain
practice is of interest. However right now, the SPM is onl§eo]
applicable in small and medium size networks due to its com-
putation time and memory demand. Hence, suitable hegistic
are required to minimize the objective function of the LP and
to optimize thereby the load balancing functions of the SRM [22]
large networks. Furthermore, we are currently working on g
optimized configuration of the SPM for networks with given
link capacities and traffic matrix to minimize the maximum
link utilization. For large networks, this problem also v#gs

- [24]
heuristic approaches.
[25]
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