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Abstract—
In this paper we present a method for a fast prediction of

the coverage area on the uplink of a UMTS network with
non-homogeneous traffic. The coverage radius of a base
station depends on the interference distribution at this base
station since it determines the transmit powers required
from the MS. The interference comprises both the own cell
interference and the other cell interference which again de-
pend on each other. Our proposed model for the compu-
tation of the interference distribution is based on an iter-
ative solution of fixed-point equations which describe the
interdependence of the interferences at neighboring base
stations. Furthermore, we develop an efficient algorithm
based on Lognormal approximations to compute the mean
and standard deviation of the other cell interference. We
will show that our model is accurate and fast enough to
predict efficiently the coverage area which is one of the key
tasks in the planning process of UMTS networks.

I. I NTRODUCTION

With the forthcoming introduction of theUniversal
Mobile Telecommunication System (UMTS) in Europe
a sophisticated planning of the network is required.
The use ofWideband Code Division Multiple Access
(WCDMA), however, requires also new paradigms in
wireless network planning. While in GSM capacity is
a fixed term, it is influenced in WCDMA by the interfer-
ence caused by all mobile stations (MS) on the uplink, as
well as the transmit powers of the base stations (BS) or
NodeB on the downlink. Due to the power control mech-
anisms in both link directions, the signals are transmitted
with such powers that they are received with nearly equal
strengths. Therefore, the distribution of the user locations
must be taken into account in order to perform a thor-
ough network planning including both the uplink and the
downlink. While the downlink primarily limits the ca-
pacity of the system, the uplink determines the coverage
of the network, see [1]. The prediction of the coverage
requires the knowledge of interference distributions at all
BS to compute the outage probabilities for every point in
the considered area.

A detailed examination of the interference on the up-
link, however, is not a very straightforward task. Due
to the universal frequency reuse in UMTS, all users both
in the considered cell and in the neighboring cells will
contribute to the total interference, thus influencing the
link quality in terms of received bit-energy-to-noise ra-
tio (Eb=N0). Apart from the previously mentioned direct
influence, there is also an indirect effect in the system.
Since an increase in interference results in a higher re-
quired transmission power of the MS, there is a feedback
behavior on the other cells as well. It is obvious that in
order to model interference adequately it is necessary to
capture this feedback behavior by performing an iterative
computation.

Most studies on interference found in the literature do
not fully take these interactions between cells into ac-
count. Among the first papers in this field, [2] and later
[3] introduced a relative other cell interference factorf
as the ratio between other cell interference to the inter-
ference due to users in the same cell. A closed form ex-
pression of thef -factor can be found in [4], when both
BS and MS are assumed to be distributed according to a
spatial Poisson process. Similar simple approximations
with a fixed interference factor can be found in [1] and
[5]. A more sophisticated model is given in [6] and later
extended in [7]. Contrary to the prior studies, these mod-
els derive distributions for other cell interference which
are used to calculate capacity bounds.

In this paper we present an analytical model for the
computation of the other cell interference. Based on a
spatial traffic distribution and given BS positions we use
fixed-point equations to determine the distribution of the
other cell interference. This iterative approach allows us
to include the interdependence between the interferences
of neighboring cells in our model which is not fully con-
sidered in previous work. With the knowledge of the
other cell interference we are able to determine the own
cell and finally the total interference. With the distribu-
tion of the total interference the coverage area for the dif-
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ferent services is calculated.
The paper is organized as follows. Section II describes

the system model and gives a basic idea about the iter-
ative approach. In Section III the other cell interference
is calculated for a given set of MS with fixed positions.
This computation is extended in Section IV to a stochas-
tic spatial user distribution. Furthermore, we will use
Lognormal approximations to derive an algorithm for the
efficient computation of the other cell interference distri-
bution. A plot of the coverage area is shown in Section V
by means of an example network with non-homogeneous
traffic distribution. The paper is concluded in Section VI
with a short outlook on future work.

II. SYSTEM MODEL AND BASIC APPROACH

The focus of this paper is to derive a method to deter-
mine the coverage area of large UMTS networks. The
crucial point in doing so is the computation of the other
cell interferences. Once the other cell interference is
known the calculation of the total interference distribu-
tion and the resulting coverage area is a straightforward
task. The network is defined by a set of BS in a hexago-
nal grid, a spatial user distribution, and a pathloss model.
The example in Section V uses a spatial Poisson process
[8] with different traffic densities in the cells. The signal
attenuation between BSx and MSk is defined according
to [9] as

dk;x = �128:1 � 37:6 log10(distk;x); (1)

with distk;x being the distance betweenk andx in km
and dk;x the signal attenuation in dB. Note that in the
following linear values are written aŝ� while � denotes
the value in decibels.

With these input parameters we derive the other cell
interference distribution at all BS using an iterative ap-
proach. The basic problem and also its solution are illus-
trated in Fig. 1. The MS of the central BSx which are
all MS that have their strongest signal at BSx - soft han-
dover is neglected - cause the interferenceÎx;y at other
BSy, see Fig. 1(a). And, depending on this interference,
the MS of the other BS again induce interferenceÎy;x at
the central BS. We formulate the relation between these
interferences as fixed-point equations which are solved
by repeated substitutions. In the first step the transmit
power and thus the power received at other BS is com-
puted without considering other cell interference. In the
next iteration step we know the other cell interference

XX

(a) Interference caused by
the MS of BSx

XX

(b) Interference at BSx by
MS of other BS

Fig. 1. Illustration of the iterative model

from the previous step and include it in the calculation
of the transmit powers and determine a new value for the
other cell interference. The iteration finally converges
since the other cell interference increases less in every
step. In Section III the iteration is described for the de-
terministic case and in Section IV the stochastic model
follows.

III. D ETERMINISTIC INTERFERENCE

In a WCDMA system the relation between the power
ŜRt;x of a MS with servicet received at its BSx and the

interferencêIownx at this BS is given by the power control
equation:

"̂�t =

ŜRt;x
Rt

N̂0 + Îotherx + Îownx �
ŜRt;x�t

W

(2)

The other cell interferencêIotherx corresponds to the sum
of the powers received by the MS not power-controlled
by BSx. Furthermore,̂"�t denotes the targetEb=N0, Rt

the bitrate, and�t the activity factor of MS with service
t. The thermal noise density is denoted byN̂0. Solving
this equation for the received power yields

ŜRt;x = W
"̂�tRt

W + "̂�tRt�t

�
N̂0 + Îotherx + Îownx

�
: (3)

In the following �t is an abbreviation for the term
"̂�tRt (W + "̂�tRt�t)

�1, �� is the vector (�1; :::; �T )
whereT is the number of available services. Further,
nt;x denotes the number of MS belonging to BS and�n�;x
stands for the vector(n1;x�1; :::; nT;x�T ). Then, the own



cell interference is given by

Îownx =
1

W

TX
t=1

nt;xŜ
R
t;x�t

= �n�;x��
T
�
N̂0 + Îotherx + Îownx

�
(4)

and solving for̂Iownx yields

Îownx =
�n�;x��

T

1� �n�;x��T

�
N̂0 + Îotherx

�
(5)

Hence, the power received from a MS with servicet is

ŜRt;x = W�t

�
N̂0 + Îotherx + Îownx

�

= W
�t

1� �n�;x��T

�
N̂0 + Îotherx

�
(6)

For the calculation of the other cell interferenceÎotherx at
BSxwe are first interested in the interferenceÎy;x caused
by the MS power-controlled by BSy. The power received
at BSx by such a MSk is

ŜRk;x = ŜRk;y
d̂k;x

d̂k;y
: (7)

The sum of these powers divided by the total bandwidth
yields the interference density at BSx caused by all MS
of BSy

Îy;x =
X

k:BS(k)=y

�kŜ
R
k;x

W
=
�
N̂0 + Îothery

�
Fy;x; (8)

whereFy;x stands for

Fy;x =
X

k:BS(k)=y

�k�k
1� �n�;x��T

d̂k;x

d̂k;y
: (9)

Hence, the other cell interferenceÎotherx and the total in-
terferencêIx at BSx are given as

Îotherx =
X
y 6=x

Îy;x and Îx = Îotherx + Îownx : (10)

Obviously, the interferencêIx;y produced by all MS of
BS x at another BSy depends on the other cell interfer-
ence at BSx and vice versa. However, the termFx;y is
independent of the other cell interference and this can be
used to iteratively calculate the other cell interference.

IV. STOCHASTIC INTERFERENCEMODEL

The model presented in the previous section was deter-
ministic for a set of MS with fixed positions and a set of
BS. Furthermore, the attenuations between MS and BS
were known. In this section we extend this model to the
stochastic case where both the number of the MS and
their location with corresponding attenuations are ran-
dom. The idea behind the analysis is to compute the dis-
tribution of the other cell interference by solving a set
of fixed-point equations which describe the relations be-
tween the other cell interferences:

Ix;y =
�
N̂0 + I

other
x

�
Fx;y and (11)

Iotherx =
X

y2N (x)

Iy;x; (12)

whereN (x) denotes the set of BS which are near tox.
In our case the BS of the first three tiers around BSx are
considered, see Fig. 2. The r.v.Fx;y is the stochastic rep-
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Fig. 2. Neighborhood ofx
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Fig. 3. Distance ratio PDF

resentation of the variableFx;y in Eq. (8) which remains
constant throughout the iteration. This r.v. describes all
the stochastic influences of the underlying spatial distri-
bution. According to the theorem of total probabilityFx;y
is given as

Fx;y =
X

�n:�n��T<1

p(�n; x)
1

1 � �n��T

TX
t=1

�t

nt;xX
i=1

Dx;y; (13)

wherep(�n; x) is the probability thatnt;x MS with service
t are active in BSx. If in meanNx users belong to BS
x and qt is the probability for servicet the probability
p(�n; x) is given according to the product form solution,
see e.g. [10]

p(�n; x) =

QT
t=1

(Nxqt�t)
nt

nt!P
�n0:�n0 ��T<1

QT
t=1

(Nxqt�t)
n0

t

n0

t!

: (14)

If �n��T exceeds 1 the system’s pole capacity is reached
and theAout-case according to [5] occurs. The r.v.Dx;y
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Fig. 4. Verification of the Lognormal distributions ofFx;y

describes the spatial component of the arrival process. It
is a r.v. for the ratio between the attenuationsd̂k;y and
d̂k;x while the MSk is located randomly within the cell
of BS x. In case of the pathloss model given in Eq. (1)
the distribution of the attenuation ratio corresponds to the
ratio of the distance ratio power 3.76. The distance ratios
for the five different pairs of BS occurring with three tiers
are given in Fig. 3. Note that forFx;x Eq. (11) yields the
own cell interference at BSx. The exact computation of
the distribution ofFx;y is numerically intractable, how-
ever, the r.v. approximately follows a Lognormal distri-
bution which is shown in Fig. 4 for the different r.v.Fx;y.
Thus, the mean and variance ofFx;y are sufficient to de-
scribe the r.v. The calculation of the moments ofFx;y is
again performed according to the theorem of total proba-
bilities:

E[Fx;y
z] =

X

�n:�n��T<1

p(�n; x)E[Fx;y(�n)
z] (15)

The mean ofFx;y(�n) is given directly by

E[Fx;y(�n)] =
�n��T

1� �n��T
E [Dx;y] (16)

while the second moment is calculated over the variance

E
�
Fx;y(�n)

2
�
= V AR [Fx;y(�n)] +E [Fx;y(�n)]

2 : (17)

The variance is given as

V AR [Fx;y(�n)] =
PT

t=1
nt�

2

t

(1��n��T )2
V AR [Dx;y] : (18)

Finally, the variance ofFx;y is calculated as

V AR [Fx;y] = E
�
F2
x;y

�
�E [Fx;y]

2 : (19)
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Fig. 5. CDF of other cell, own cell, and total interference

Note, that the sum over all user combinations�n is per-
formed only once since in each summation step the first
and the second moment of all r.v.Fx;y(�n) are calculated.

With the mean and variance ofFx;y known for all BS
x andy we can solve the fixed-point equations given in
Eq. (11) and (12). Starting without other cell interfer-
ence the equations are solved by a repeated substitution
of Iotherx into Eq. (11) and vice versa. The whole com-
putation is performed under the assumption that theFx;y

follow a Lognormal distribution and that all involved r.v.
are independent. Thus, the multiplication of Eq. (11) is
done by adding the parameters� and�2 of the Lognor-
mal distributed r.v.Fx;y and N̂0 + Iotherx . The distri-
bution of Iotherx is also Lognormal since starting with
Iotherx = 0 we receive theIoutx;y to be Lognormal. Accord-
ing to [11] the sums of slightly different Lognormal dis-
tributions are most likely Lognormal, as well, and hence
is Iotherx as the sum of theIoutx;y which follow Lognormal
distributions. These distributions are added by summing
the means and variances since independence is assumed.
The iteration converges if the relative change of the mean
and the variance of all other cell interferences fall below
a certain threshold. Since the resulting other cell inter-
ference and the r.v.Fx;x are Lognormal we can compute
the own cell interference analogous. The total interfer-
ence is finally derived by adding the mean and variance
of own and other cell interference. In Fig. 5 the CDF of
the other cell, the own cell, and the total interference are
shown. They are compared with simulated values. They
are obtained by generating snapshots of the spatial traf-
fic distribution and computing interferences for each of
these. The method is described in [12] in more detail.

V. NUMERICAL RESULTS

The main topic of this paper is to predict coverage
probabilities of a UMTS network with multiple BS that



offer different services. The p-percent coverage area is
defined as the area in which the outage probability is
smaller than (1-p) percent. The outage probability for
a MSk with a maximum power̂Sk;max and attenuation
d̂k;x to its BSx is the probability that the maximum possi-
ble received powerSRk;max = Ŝk;maxd̂k;x is smaller than
the required received power for the MS servicet

poutk = p
n
ŜRk;max < W�t

�
N̂0 + Îx

�o
: (20)

Thus, with the p-percent-quantilêIx(p) of Ix we can de-
termine the maximum possible attenuationd̂t;max for ser-
vice t that does not exceed the maximum outage proba-
bility

d̂max;t = W�t(N̂0 + Îx(p))Ŝ
�1
max: (21)

Since we assume a model that defines the pathloss ac-
cording to the distance the coverage area of a BS is within
a certain radius. In Fig. 6 and Fig. 7 the 90% cover-
age area determined analytically and by simulation are
shown. We have considered the following services:

t 1 2 3 4 5
qt 0 0.75 0.2 0.05 0.01

Rt[kbps] 8 12.2 64 144 384
"�t [dB] 6.5 5.5 4 3.5 3

The traffic densities for the different BS are directly given
in the coverage plots.

VI. CONCLUSION AND OUTLOOK

In this paper we presented an analytical model for
computing the other cell interference in a UMTS system
with multiple services. Our approach is based on solving
a fixed-point equation which describes the interdepen-
dence between the interferences at neighboring BS. An
efficient algorithm is used to solve these equations using
Lognormal approximations such that the model can be
used in the planning process of UMTS networks to pre-
dict the pulink coverage areas. Our future work consists
of an extension of our model to soft handover. Further-
more, we will include a model for the downlink as well.
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