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Abstract—Since its introduction a few years ago, the concept
of ’Crowdsourcing’ has been heralded as highly attractive al-
ternative approach towards evaluating the Quality of Experience
(QoE) of networked multimedia services. The main reason is that,
in comparison to traditional laboratory-based subjective quality
testing, crowd-based QoE assessment over the Internet promises
to be not only much more cost-effective (no lab facilities required,
less cost per subject) but also much faster in terms of shorter
campaign setup and turnaround times.

However, the reliability of remote test subjects and conse-
quently, the trustworthiness of study results is still an issue
that prevents the widespread adoption of crowd-based QoE
testing. Various ideas for improving user rating reliability and
test efficiency have been proposed, with the majority of them
relying on a posteriori analysis of results. However, such methods
introduce a major lag that significantly affects efficiency of
campaign execution. In this paper we address these shortcomings
by introducing in momento methods for crowdsourced video QoE
assessment which yield improvements of results reliability by
factor two and campaign execution efficiency by factor ten. The
proposed in momento methods are applicable to existing crowd-
based QoE testing approaches and suitable for a variety of service
scenarios.

Index Terms: Quality of Experience, Quality Evaluation,
Crowdsourcing, Reliability verification

I. INTRODUCTION

Traditional quality assurance and optimization in commu-
nication networks mainly targeted technical QoS parameters
in order to ensure service provisioning at sufficiently high
quality levels to the end user. However, over the last decade
the focus has shifted from pure QoS centred consideration
to a more end-user centric focus on quality termed Quality
of Experience (QoE) [1]. For network and service providers
this development constitutes a new challenge: for performance
improvement, traffic engineering, service management etc.
they have to consider QoE as additional source of evaluation
and optimization criteria. In order to make these criteria (and
thus the end user perspective) applicable, validated QoE scores
are required that quantify the impact of influence factors like
network QoS and media encoding settings on user-perceived
quality.

Such QoE scores - typically in the form of mean opinion
scores (MOS) - are obtained via extensive experiments with
human subjects conducted in laboratory environments, an

established approach known for producing valid and reliable
results. The major disadvantage of such lab-based experiments
is the fact that they not only require expensive facilities
and testing expertise but also incur significant expenses and
relatively long campaign setup and turnaround times (typically
in the order of weeks). Therefore, lab experiments are not
suitable for proof of concept tests or comparisons of different
prototype implementations during the development phase. One
solution to overcome these constraints is subjective QoE
assessment by means of crowdsourcing. In contrast to lab-
based evaluation this approach uses web-hosted crowdsourcing
platforms such as Amazon Mechanical Turk or Microworkers
to have the different quality evaluation tasks executed by
remote participants (or ’crowd-workers’) via the Internet. The
advantages of crowd-based QoE testing can be summarized as:
(1) The evaluation tasks require no special lab facilities, (2)
they well reflect the real usage scenarios and environments of
the test subjects as they are carried out in their typical usage
context, (3) they provide rapid results and are thereby capable
of getting quick responses to changes in the service setup,
and (4) they are considerably cheaper than lab tests (in terms
of facilities, test assistants, and user remuneration required).
Therefore, QoE crowdsourcing approaches are well suited
for comparing different optimization solutions with minimal
organizational effort and in a timely manner.

Nevertheless, crowd-based QoE testing also introduces new
challenges such as ensuring reliability of remote participants
and cheating prevention, challenges that represent major road-
blocks to the establishment and widespread adoption of the
method. Current crowdsourcing approaches for QoE assess-
ment try to address these issues by introducing reliability
screening questions throughout the test which are analyzed a
posteriori (i.e. after) the crowdsourcing campaign has ended
(cf. [2]). This approach leads to quite reliable ratings but
due to the strict a posteriori filtering also produces a large
amount of unusable ratings by unreliable participants. These
unusable ratings incur unnecessary costs and considerably
increase execution time of the campaign, thereby offsetting
the method’s advantage of rapid result acquisition.

In order to overcome these disadvantages, we introduce
in this paper a novel methodology for online in momento
reliability computation and rapid user feedback and results in
a minimal number of unreliable ratings and hence reduced
campaign execution times. To this end, the remainder of this
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paper is structured as follows: Section 2 discusses related work
on crowdsourced QoE, with a focus on reliability screening
mechanisms. Section 3 then discusses two QoE user stud-
ies on adaptive video streaming, one using the traditional
’a posteriori’, the other using the proposed ’in momento’
approach. Section 4 compares the two approaches by analyzing
the different study results. Finally, Section 5 derives some
conclusions as well as an future outlook from our results.

II. RELATED WORK

A number of crowd-based QoE testing study results and
methodologies have been published recently: Keimel et al.
introduced their improved version of a framework for QoE
testing - QualityCrowd2, which features a simple scripting
language for an easy setup of online tests [3]. Chen et al. also
discussed audiovisual QoE testing based on crowdsourcing [4].
CrowdMOS represents another framework for crowdsourcing
studies, introduced by Ribeiro et al. [5]. Universal frameworks
focused on “crowdtesting” are complemented by several other
approaches either specialized on audiovisual quality [6], video
streaming services [2] or studies focused on description of the
crowd itself [7].

Besides other characteristics, all these studies deal with a
common problem, namely the proper screening of the users’
reliability and verification of the results. Existing recommen-
dations used for lab-based quality assessment define screening
techniques for selection of reliable users [8], however these
techniques have been proven as insufficient for online tests
scenarios [5], [9]. For that reason, there have been several
other techniques proposed for a better selection of trustworthy
users. Eickhoff and De Vries [10] designed their task in a way,
that user creativity is involved and cheaters are discouraged
instead of being detected. Another approach in a similar
fashion has been proposed by [11] which designed their tasks
such that it is easier to do the task correctly than to cheat,
which also helped in gaining more reliable results. However,
both of these approaches are not sufficient to reliably detect
cheating users. Therefore, Hoßfeld et al. introduced several
other techniques [2] from psychology, such as consistency
questions, content questions, or repeated requests, which can
further enhance the reliability of the crowdsourcing results.
These approaches together with verification tests [12], [13]
have proved that they are viable to increase the efficiency and
overall reliability of the crowdsourcing results [14].

However, all the aforementioned works rely on an a poste-
riori results analysis, where the results are examined after the
campaign (or a large part of it) is already finished. The major
disadvantage of these approaches is the fact that the majority of
the gathered (and already paid for) data has to be sorted out due
to cheating, bad reliability of the subjects, etc. To address this
issue, Gardlo [15] has proposed a major improvement in the
reliability screening process by using a two stage design, where
in the first stage the crowd is invited to participate in an easy to
do, low paid task which serves as a first reliability test as well.
Subsequently, the subset of workers which reliably performed
the first stage is invited to participate in the second stage, the
stage that accommodates the actual QoE assessment. The work
analyzed in this paper takes this approach of two stage design,
and transforms it to the single stage real-time - i.e. in momento
- computation of user’s reliability. In addition, we enhance

this screening approach by providing user feedback that tells
the users about their reliability during the QoE assessment.
Furthermore, we show that such feedback in conjunction with
in momento reliability computation can significantly improve
the whole crowd-based testing process.

III. STUDIES, USER INVOLVEMENT

The two studies discussed within this paper were both
targeted towards the quality evaluation for adaptive video
streaming. The main issue with quality evaluation for this
service is the large number of possible combinations of video
adaptation along the temporal, spatial and image compression
dimension with different quality (or resulting bitrate) levels
for each dimension. If one wants to additionally consider
different content classes it gets clear that this results in a
huge number of test conditions to be evaluated throughout
one study. In our case this resulted in 85 different video
quality adaptation profiles which we wanted to test with three
different content classes. Our goal was a yield of 15 ratings
per profile and content class which therefore sums up to
NGoal = 85 ⇤ 3 ⇤ 15 = 3825 ratings that would be needed
to satisfy our goal. Such a number of ratings can obviously
not be achieved in a traditional lab setting as this would either
need a pretty large number of test users (and therefore high
costs) or would face severe fatigue effects of the subjects in
case of exhaustive test sessions. In such cases crowdsourcing
can serve as an ideal substitute for lab tests as it allows to
recruit a large user sample and therefore allows to execute such
exhaustive studies in reasonable time and under reasonable
economic constraints (cf. [16], [17], [2], [3]).

Therefore, we aimed at executing the study as a traditional
crowdsourcing study (Study A) as described in [6], [2], [17]
with reliability computation after the campaign has ended
and every participant got paid. Within the remainder of this
paper we term such studies a posteriori reliability computation
studies. For such studies the reliability is typically around
33% of the issued ratings. Considering the above postulated
NGoal = 3825 of reliable ratings this would equal a total
number of Ntotal = 11475 ratings to be gathered.

In contrast to this a posteriori approach we also enhanced
the approach of [15] such that it allows for an in momento
computation of reliability, while the user is still online and
proceeding with the assessment (Study B). By doing so we are
able to identify reliable participants and allow them to further
issue a certain number of ratings. When the online computed
reliability score for a subject drops under a certain threshold,
the subject is not allowed to further proceed and gets only paid
for the issued ratings to this point in time.

Table I gives an overview of the two studies conducted
with Study A serving as an example of a posteriori reliability
computation and Study B serving as example of in momento
reliability computation. In both studies the participants were
asked to rate the video quality of given sequences on an ab-
solute category rating scale (ACR-5). In both studies we used
the same technology for video presentation. Users watched
the content after the video was fully loaded, hence the QoS
related parameters affecting the end-user’s perception (jitter,
packet loss, network delay, etc.) were eliminated.



Study A Study B
Number of ratings 10737 1593
Number of reliable ratings 3483 1377
Reliability [%] 32% 86%
Campaign Duration 6 months 25 days
Payment / Rating $ 0.2625 $ 0.0834
Reliability Computation a posteriori in momento

TABLE I: Overview of the two different crowdsourcing studies
and related parameters

A. Study A: A posteriori approach

For the execution of Study A an online test framework
similar to [2] was implemented, such that each participant
watched three different videos and rated the quality afterwards.
Each video had a duration of 20s and contained a single
one-dimensional video quality adaptation, i.e., after 10s either
frame rate, or resolution, or quantization parameter were
changed. Additionally conditions with one stalling event, with
a change of player size, and reference conditions were tested.
Three types of content (action, cartoon, and sport) were used
such that in total 85*3=255 conditions had to be evaluated.

The study was available as a micro job on the crowdsourc-
ing platform Microworkers [18]. Every user could participate
once and was rewarded with 0.20$ upon completion of the
test. As we observed many unreliable participants and the
execution time of the campaign was lengthening, we decided to
offer the task to specialized worker groups which were offered
higher loans (0.30$, later up to 0.50$). First, the task was
given to a group consisting of top performers and top earners
of Microworkers, i.e., users who have the highest successful
job completion rate or have earned the most money. Later,
we listed reliable workers on a whitelist by ourselves, and
repeatedly hired this whitelist group for participating in the
study.

During the six month test phase the test was completed
3579 times. 1161 tests were conducted reliably, such that 3483
ratings of test conditions could be evaluated. To distinguish
reliable users and users who did not conduct the test properly,
several consistency checks were included. To be considered
reliable, a user first had to read the test instructions which also
explained a game-like monitor quality pre-test. The clicking
behavior during that pre-test immediately revealed whether he
read the instructions or not. Then, the user had to watch all
videos in their full lengths and answer the content questions
correctly. Finally, when answering different questions about
a given video, he had to rate the quality consistently, e.g., a
user who did not notice any quality change, but also rated that
the same video contained a severe quality degradation, was
considered inconsistent.

B. Study B: In momento approach

The goal of the second study was to verify the performance
of an in momento reliability analysis approach and how this af-
fects result reliability and execution time. Changes introduced
in the in momento approach were reflected on several levels of
the application design. In particular we aimed at the following
goals, which are influencing the overall experience with the
test utility for the participants:

• Use implicit reliability measures and mind cumber-
some questions that complicate the task completion.

• Cut the overall test time to minimum.

• Camouflage video quality test with screen quality
assessment.

To keep the time from entering the application to complet-
ing the test as short as possible, we integrated social login
possibilities with Facebook, Google+ and Twitter accounts.
The advantage of such social networks integration was twofold.
First, it helped us to keep track about the user’s involvement
and his testing history, as the user was uniquely authenticated.
Second, with the user’s permission to access his profile, we
were able to gather demographic data, which could later be
used for reliability verification. All this was possible without
any requirement to fill questionnaires, and hence cutting the
overall testing time.

In order to keep the whole user interface easy to use,
clean from any distractions, and straightforward even for less
experienced users, we moved all verification methods to the
background. Hence the user interface remained simple and
users were only required to perform basic actions related to the
actual task. In practice this means, that we skipped the majority
of the verification questions in favour of interface simplicity.
The advantage of these adjustments is that users are neither
distracted, nor tired, nor overhauled with too many required
interactions.

For the reliability assessment we utilized the two stage re-
liability framework introduced in [15]. This framework avoids
questions targeted towards the content of shown videos as well
as repetitive questions for cheating detection. In contrast, for
each stage of the test we defined suspicious behaviors and
monitored them. If suspicious behavior was detected, the user
was assigned reliability penalty points which were used to
compute the overall reliability of the respective user.

For the first stage screen quality tests, patterns used for
calibration of professional screens in graphic studios [19] were
adapted in a way that they reflect the screen setup and watching
conditions at the end-user’s environment. Pattern (A) displayed
equal shapes with different contrast and users had to select all
visible shapes, whereas pattern (B) utilized numbers from one
to seven in different contrasts which had to be detected by the
users. Each questionnaire corresponding to pattern (A) or (B)
was designed in a way to better engage user’s attention and
also contained false answers for better filtering of unreliable
users (e.g., if the user answered for pattern (B) option outside
of < 1; 7 >, he perceived penalty points). Additionally, we
used random movement of the testing shapes and numbers to
better reflect the dynamic video characteristics and to prevent
cheating by sharing of correct locations between participants.
We analyzed the clicking behavior of the users, the number
of correctly detected shapes, and also the time spent on the
page (e.g., a focus time of less than 6sec was considered as a
reliability penalty point as the task was not achievable in this
short time). For pattern (B) the users had to answer several
questions related to the displayed numbers. Example of the
first stage screen quality tests with full details about cheat
detection is available on GitHub and can be forked [20].

In the second stage related to video quality, we were only
focusing on user behavior with respect to the video player, e.g.,
for each watched video we monitored the playback time, focus
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Fig. 1: Study A (a posteriori) participation over time (days).

time of the web browser, toggling of fullscreen mode, pausing
of the video player, and other playback related parameters. We
assigned reliability penalty points to the respective user if his
behavior was suspicious, e.g., if the video playback was not
finished properly.

As some of these aforementioned deviating behaviors or
answers directly indicate cheating, and some of them might
indicate misinterpretation or unintentional poor performance,
we weighted the assigned points accordingly. Suspicious be-
havior directly indicating cheating were up to 3 penalty points,
whereas minor user’s mistakes received half point penalty
only. After summing up all gathered penalty points we used
a hyperbolic tangens function1 to map the penalty points into
reliability percentages and defined a threshold which allowed
some minor mistakes, but excluded all users for which the
probability of cheating was too high2. In terms of the test
execution each user was offered to take part in the basic
scenario consisting of the screen quality test and an evaluation
of one video and was rewarded with 0.10$. If the user’s results
were reliable, we offered him to rate three more videos for
additional financial reward of 0.20$.

IV. RESULTS

The following section describes results from the two
crowdsourcing methodologies which were presented above.
First, the efficiency of both campaigns and the different
approaches within are described. Then, the reliability of the
different approaches is compared. Finally, we show how crowd
exhaustion effects can be mitigated by the in momento ap-
proach, and compare the obtained quality results.

A. Campaign Efficiency

To cope with the high number of required ratings, Study
A was split into nine identical campaigns to simplify the
handling of the campaign(s) on the Microworkers platform. All

1A hyperpolic tangens function allows a threshold definition, where relia-
bility significantly drops after reaching certain penalty points.

2In our specific scenario we allowed user to get 1 or 2 penalty points out of
22 total points. After receiving more than 2 points, the reliability significantly
drops under 91%.

0 2 4 6 8 10 12 14 16 18 20 22 24
0

200

400

600

800

1000

1200

1400

1600

days after study start

 

 
participations
reliable participations

Fig. 2: Study B (in momento) participation over time (days).

campaigns utilised the same video quality evaluation task, the
only difference were just the users’ groups the campaigns were
targeted at. Four subsequent campaigns were opened as a basic
campaign, where every user was able to participate (Basic).
One campaign was only visible to members of Microworkers’
top performers and top earners group (Top). Additionally
four campaigns were available for a special “whitelist” group
(Whitelist). This was a manually created group consisting of
selected reliable users, i.e., users who so far always conducted
the test properly. Those users who became unreliable were re-
moved from the Whitelist before each start of a new campaign
(see Figure 4).

In total 2669 participations resulted from Basic campaigns,
403 participations from the Top campaign, and 497 users from
Whitelist campaigns. When all available tasks in a campaign
were finished, a new campaign was started. To increase the
speed and the efficiency of the study, we also started parallel
campaigns: at the beginning with the top performers/top earn-
ers group and later with the whitelist group. After 182 days the
study was closed. Figure 1 unveils the number of participations
over the time. It can be seen that the number of participations
as well as the number of reliable participations increase almost
linearly. However, the number of reliable participations has a
much lower gradient. Due to the linear behavior the extension
of a campaign over time does not help to increase its efficiency.
Thus, to obtain a higher efficiency, possibilities for increasing
reliability have to be identified.

In Figure 2 the corresponding participation plot for Study
B is shown. In this study, 1593 ratings were obtained in the
basic campaign within 25 days. Again, the linear increases
can be seen for both number of participations and number
of reliable participations. However, the difference of both
gradients is much lower than for Study A which proofs that
our in momento approach successfully increased the efficiency
of the crowdsourcing campaign.

B. Comparison of Reliability

Figure 3 illustrates in detail the reliability for Basic, Top,
and Whitelist workers’ group of Study A and the in momento
campaign of Study B. For Study A, both basic campaigns
for all users and top performers/top earners campaign have
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(all Study A) vs. in momento campaign (Study B).

a low ratio of reliable participation, which is only slightly
above 28%. This implies that Microworkers’ recommendation
of top users did not provide any increase of reliable users
in the study. On the other hand, the whitelist group has a
64% share of reliable participation, showing that our manual
effort of filtering reliable users halved the share of unreliable
participation. An even better ratio of reliable participation was
achieved in Study B with the in momento approach. Study
B shows a substantial increase of users’ reliability. We were
able to collect 1377 reliable ratings out of 1593 participations.
This results in a ratio of 86% of reliable participation, which
represents an improvement of 58% compared to the reliability
achieved overall in Study A.

To put it in a nutshell, we can compare the four approaches
by their efficiency with respect to speed and reliability. It can
be seen that Basic and Top campaigns are not very reliable.
A Whitelist campaign instead is reliable but still very slow.
Thus, the best efficiency can be reached by the in momento
approach which is reliable and fast.

C. Crowd Exhaustion

Figure 4 shows the performance of the whitelist group in
the four subsequent Whitelist campaigns. It is shown that new
reliable users were added to the group before each campaign,
and unreliable users were removed afterwards. It can be seen
that the overall number of participations increases much faster
as compared to the number of reliable users listed in our
whitelist group. This can be attributed to the still relatively
constant ratio of unreliable participation, ranging from 33-
39%. This is very surprising, considering the fact, that users
who were added to the whitelist group managed to conduct the
test properly at least once. Thus, one would assume that these
users had understood the test correctly and a repetition should
result in another reliable participation. However, this was not
the case, instead the results indicate exhaustion of the crowd.

To cope with the problem of crowd exhaustion as witnessed
in Study A, we redesigned the application as described in
Section III-B. The idea for the in momento verification of the

50#days:#
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106# 103# 123# 165#

63#days:#
1251#

71#days:#
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97#days:#
2091#

+106# +34# +57# +82#

Whitelist#group:#

Reliable#users#
were#added#to#
whitelist#group:#

Users#who#par-cipated#
unreliably#were#removed#
from#whitelist#group:# G37# G39# G40# G64#

Fig. 4: Whitelist group performance during different iterations.

reliability, is that some of the users may want to increase their
earnings and perform additional tasks, once they had already
entered the application. Moreover, users who intentionally only
came for one short task assignment, should not be overstressed
with other required actions, to keep the involvement high and
task cancellation rate very low.

With all this in mind, we switched from presenting three
videos to only presenting one, in order to keep the user’s
attention. Together with the other changes described in Sec-
tion III-B, we reduced the overall test session time. The overall
testing time in Study A was close to 7 minutes, whereas in
Study B the user was able to complete the task in 90 seconds.
However, for those reliable users who were interested into
earning more money, we offered to continue with an evaluation
of three additional videos.

In Study B, in total 673 different users participated, thereof
576 reliable users. 286 of them decided to rate more videos and
were paid in the “extra campaign”. This represents about 1000
perfect reliable ratings, resulting in an additional increase of
reliability. In traditional crowdsourcing campaigns, users are
often asked to rate up to 20 video sequences. However, if the
user does not want to continue in the assessment after watching
a single video file, if he has no option to leave the assessment,
his results will be most probably unreliable and useless. Very
good perspective about the user’s intention represent the fact,
that 50% users were not interested in continuing with the
campaign, and they decided to get only basic reward of 10$.
On the other hand, additional 77 ratings were collected as
“volunteer ratings”, if users decided to repeat the test, as they
were interested to it.

It can bee seen, that the implemented changes had a major
impact on the speed of the campaign, and are positively
reflected in the users’ involvement and reliability. Thus, the
exhaustion effects observed in Study A could be mitigated. We
found that users are willing to reliably participate in shorter
tasks, and intrinsic motivation of the task can further attract
additional users.



D. Quality Ratings Results Comparison

For the comparison of the two studies, 12 chosen test
conditions, used in both studies, were selected. Thus, the
results derived from the video quality ratings which were
obtained with the in momento approach could be compared
to results from a traditional a posteriori approach. This com-
parison showed, that the MOS scores for both studies were
not statistically significant different. This proves that the in
momento approach is comparable to the a posteriori approach
in terms of video quality rating results gathered. From this
result on can further conclude that switching from three video
evaluations per user to only one did not have any negative
effect on the reliability of the gained results.

V. CONCLUSIONS

In this paper we compared and contrasted different ap-
proaches towards the design of applications for QoE crowd-
testing. By introducing the concept of in momento verification
of test participants’ reliability, we demonstrated that it is
possible to significantly increase the performance of the crowd
with careful incentive design, even without repetitive hiring of
specialized user groups. Although video quality evaluation is
the focus of this paper, the in momento approach can also be
extended to evaluations of other media files, such as pictures
or audio files, as the same reliability principles can be applied
for these media experiences as well.

We also found that a repetitive involvement of users
improves overall performance only to a certain extent and
can cause an exhaustion of the crowd at the risk of declining
motivation and poor rating performance. Our proposed in mo-
mento approach successfully addresses this problem, leading
to a doubling of results reliability and a reduction of overall
study completion time by a factor of ten. Additionally, it
reduces the administrative overhead introduced by traditional a
posteriori approaches that require extensive data cleaning and
group generation with repeated campaign runs. In addition, the
proposed rapid feedback component allows for better commu-
nication with test participants since any suspicious behavior
can be directly communicated to them. It enables users to
reflect on their performance and to choose whether to stop or
to continue the testing process. Based on these encouraging
results we believe that the proposed methods represent an
essential step towards making crowd-testing sufficiently mature
for widespread adoption by researchers and practitioners alike.
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