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Abstract— The introduction of third generation mobile com-
munication systems allows the service providers to offer a large
variety of services which are in the Universal Mobile Telecommu-
nication System subsumed under the categories conversational,
streaming, interactive, and background class. While the conver-
sational and streaming classes have a guaranteed bandwidth
and delay, the interactive and background class consume the
remaining system capacity. On the downlink this system capacity
is limited by the base station transmit power and on the uplink
by the interference. In our analysis we approximate the capacity
which the services with quality of service leave for best-effort
services belonging to the interactive class. The background class
is neglected. We focus our analysis on the downlink since for
UMTS the expected traffic is assumed to be asymmetric with the
bulk of it towards the mobile station and derive the distribution
of the bandwidth available for best-effort users according to a
spatial user distribution.

I. I NTRODUCTION

The introduction of third generation mobile communication
systems allows the service providers to offer a large variety
of services which are in the Universal Mobile Telecom-
munication System (UMTS) subsumed under the categories
conversational, streaming, interactive, and background class,
see e.g. [1]. While the conversational and streaming classes
have a guaranteed bandwidth and delay, the interactive and
background class consume the remaining system capacity. On
the downlink this system capacity is limited by the base station
(BS) transmit power and on the uplink by the interference. In
our analysis we approximate the capacity which the services
with quality of service (QoS) leave for best-effort services
belonging to the interactive class. The background class is ne-
glected. We focus our analysis on the downlink since the traffic
in UMTS networks is expected to be asymmetric with the bulk
of it towards the mobile station (MS). On the downlink every
BS tries to transmit with a target power which is consumed
primarily by common channels with constant power and by
users with QoS. The best-effort users share the remaining
power. The principle of rate control or rate adaptation by
applying dynamic spreading and/or dynamic code allocation
with multi-code CDMA is well studied in the literature. In
[2] three ways to assign this remaining transmit power to
the best-effort users are proposed: equal rates, equal power,
and Min/Max rate allocation. Equal rate allocation means that
all best-effort users obtain the same rate independent of their

location. This strategy causes that users at the edge of a cell
consume considerably more power than users near the BS.
In contrast, allocating an equal power to each user causes
best-effort users at the edge to have a rather bad performance
with little data rates. The Min/Max allocation scheme was
originally published in [3]. It serves a single user at a given
time instant and optimizes the mean data rates of all best-effort
users while maintaining a certain ratio between minimum and
maximum rate. In [4], the spreading gain is adapted according
to thresholds for the total base station transmit power and
the system performance is demonstrated by a simulation. The
authors in [5] propose a scheduling scheme for allocating data
rates according to the base station power and the channel
conditions while guaranteeing a certain quality to all users. In
[6] several ways to perform rate control are described. Similar
to [2], the paper proposes a scheme with equal rate allocation
and a scheme maximizing the total data rate which corresponds
to the Min/Max scheme.

In this paper we consider the equal rate allocation strategy
since it follows the same principle of fairness used for the QoS
users, i.e. all users experience the same quality independent
of their radio conditions and their position in the cell. The
objective of our work is to derive an analytic method to
approximate the quality in terms of bandwidth that a best-
effort user experiences in an environment with heterogenous
traffic. The model considers a network of base stations which
serve QoS users with different service types and best-effort
users. A set of predefined services is available for the best-
effort users and their actual service depends on the BS load.
In Sec. II we consider the best-effort data rates in a scenario
with a given number of users with deterministic positions. In
Sec. III the model is extended to stochastic user locations and
in Sec. IV we consider stochastic user numbers. The analytic
approximations are compared with snapshot simulations to
validate their accuracy. Sec. V contains some exemplary
numerical results and Sec. VI concludes the paper.

II. D ETERMINISTIC USER NUMBER AND POSITION

Consider a set ofL BSs and a set ofK stationary MSs
which either belong to the setQ of MSs with QoS, for which
a bit rateRk and a targetEb/N0 ε̂∗k is defined, or to the set
B of best-effort MSs. These MSs receive their bit rate with
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corresponding targetEb/N0 values out of a set of possible
services depending on the current BS load. The total transmit
power T̂x of BS x comprises a constant part̂Tx,C spent
for common control channels, a second partT̂x,Q which is
dedicated to the QoS MSs, and the remaining partT̂x,B is
assigned to the best-effort MSs. The rate control of the UMTS
system aims at giving all best-effort MSs of a BS an equal
bit rate such that the target BS power̂Tx,D is met. In the
ideal case, the bit rates are adjusted such that all BSs transmit
with equal powerT̂x = T̂x,D which we use in our analysis to
approximate the interference from other BSs.

Before starting with the algorithm to compute the distribu-
tion of the bit rates some notations are introduced. The variable
d̂x,k denotes the signal attenuation from BSx to MS k, the
total bandwidth isW , N̂0 is the thermal noise density, andα
is the orthogonality factor. The notation̂a stands for a linear
value whilea is the corresponding value in decibels. Based
on the power control equation

ε̂∗k =
W
Rk

Ŝx,kd̂x,k

WN̂0 +
(∑

y �=x T̂yd̂y,k + α(T̂x − Ŝx,k)d̂x,k

) (1)

the transmit power̂Sx,k of BS x dedicated to a MSk follows
as

Ŝx,k =
Rkε̂

∗
k

W + αRkε̂∗k


WN̂0

d̂x,k
+
∑

y �=x

Ty
d̂y,k

d̂x,y
+ αT̂x


 (2)

For each services, with or without QoS, we introduce the
service requirementωs = (Rsε̂

∗
s)/(W + αRsε̂

∗
s). As we

assume perfect power control, all QoS users of one service
have the same service requirement and it remains constant. The
best-effort users adapt their service requirement to one of the
provided best-effort services according to the system load. At
the same instant all best-effort users receive the same quality
and hence have the same service requirements. Therefore, we
introduceωx,B as the service requirement which is common
for all best-effort users at BSx. In the following we determine
the maximum possible service requirement for best-effort users
while maintaining the QoS users’ service requirements. The
total power of BSx is

T̂x = T̂x,C +
∑

k

ωk


WN̂0

d̂x,k
+
∑

y �=x

T̂y
d̂y,k

d̂x,k
+ αT̂x


 . (3)

Under the assumption of perfect power and rate control all
BSsz transmit with their target power̂Tz,D and we obtain

T̂x,D = T̂x,C +
∑

k

ωk


WN̂0

d̂x,k
+
∑

y �=x

T̂y,D
d̂y,k

d̂x,k
+ αT̂x,D


 .

(4)
The target BS transmit powers, the service requirements, and
the attenuations of the QoS users are given and the transmit

power T̂x,Q required for all QoS users is

T̂x,Q =
∑

k∈Q

ωk


WN̂0

d̂x,k
+
∑

y �=x

T̂y,D
d̂y,k

d̂x,k
+ αT̂x,D


 . (5)

The transmit power remaining for the best-effort users is then
the target transmit power minus the constant power and the
power for QoS users

T̂x,B = T̂x,D − T̂x,C − T̂x,Q (6)

For best-effort users the attenuations are known and the service
requirements are equal. Consequently, the service requirements
for best-effort users are

ωx,B =
T̂x,B

∑
k∈B

(
WN̂0

d̂x,k
+
∑

y �=x T̂y,D
d̂y,k

d̂x,k
+ αT̂x,D

) . (7)

For reasons of readability we introduce the following nota-
tions:

Zk =
WN̂0

d̂x,k
+
∑

y �=x

T̂y,D
d̂y,k

d̂x,k
(8)

Hx,B =
∑

k∈B

(
Zk + αT̂x,D

)
. (9)

The obtained service requirements are optimal and applying
them demands that the available service requirements are
continuous. Actually, only a predefined set of services is
available. A services has a predefined bit rateRs,B and target-
Eb/N0 valueε∗s,B and the adoptable service requirements are
discrete. Therefore, the rate control assigns the largest rate
such that the best-effort service requirements remain below
the optimal service requirements. We consider two sets of
offered best-effort services with a basic bit rate of 16kbps.
The first set uses dynamic spreading, i.e. the bit rates are
doubled or decreased by half. The maximum rate is 256kbps
such that 5 services with 16kbps, 32kbps, 64kbps, 128kbps
and 256kbps are available. The second set additionally allows
multiple codes per user such that all multiples of 16kbps up to
256kbps are possible. The target-Eb/N0 is 3dB for all services.
Optimal best-effort ratesRopt are computed from the optimal
service requirementsωx,B by

Ropt =





R1,B, if ωx,B < ω1,B
ωx,BW

ε̂∗B−Wαε̂∗B
, if ω1,B ≤ ωx,B < ωmax,B

Rmax,B, if ωx,B ≥ ωmax,B

, (10)

whit max denoting the maximum service. The direct mapping
of optimal service requirements to optimal bit rates is possible
only if the target-Eb/N0 is constant and independent of the
bit rate. In Fig. 1 the bit rates corresponding to the computed
optimal service requirements are depicted.

The optimal service requirements for the deterministic
model with given mobile number and position are computed
according to Eqn. (7) and the resulting bit rates are obtained
according to Fig. 1. We denote a set of mobiles with positions
that are generated according to a spatial point process as a
snapshot. We use the distributions resulting from a series of
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Fig. 1. Assignment of bit rates to optimal service requirements

snapshots for validating the analytical approximation of the
optimal service requirements and corresponding bit rates.

III. STOCHASTIC USER POSITION

In this section we consider a deterministic number of users
with stochastic positions and, consequently, stochastic attenu-
ations. The variablēn = (n1, ..., nS , nB) denotes the number
of users wherens is the number of users with services andS
services with guaranteed quality are considered. The number
of best-effort users in the system isnB. In the following we
assume that for a given user numbern̄ the optimal service
requirementωx,B(n̄) follows a lognormal distribution and
derive the first and second moment.

Taking the logarithm of Eqn. (7) yields

log (ωx,B(n̄)) = log
(
T̂x,B(n̄)

)
− log (Hx,B(n̄)) . (11)

If ωx,B(n̄) is a lognormal random variable the logarithm of
ωx,B(n̄) follows a normal distribution with

E [log (ωx,B(n̄))] = E
[
log
(
T̂x,B(n̄)

)]

−E [log (Hx,B(n̄))] , (12)

VAR [log (ωx,B(n̄))] = VAR
[
log
(
T̂x,B(n̄)

)]

+VAR [log (Hx,B(n̄))] . (13)

The mean and variance of̂Tx,B(n̄) are:

E
[
T̂x,B(n̄)

]
= T̂x,D − T̂x,C −

S∑

s=1

nsωs

(
E [Z] + αT̂x,D

)

(14)

VAR
[
T̂x,B(n̄)

]
=

S∑

s=1

nsω
2
sVAR [Z] , (15)

whereZ is a iid random variable forZk which depends solely
on the location of a user in the cell. The first and second
moment ofZ are determined by numerical integration over
the plane. LetF be a set of points in the considered cell then

E
[
Zt
]
=
∑

f∈F

p(f)
(

WN̂0

d̂x,f
+
∑

y �=x
T̂y,D

d̂y,f

d̂x,f

)t
, (16)

with p(f) the traffic density at pointf and
∑

f∈F p(f) = 1.
The mean and variance ofHx,B also depend on the moments
of Z and are:

E [Hx,B(n̄)] = nB

(
E [Z] + αT̂x,D

)
(17)

VAR [Hx,B(n̄)] = nBVAR [Z] (18)

Assuming that bothT̂x,B and Hx,B are approximately log-
normal, the logarithms of these random variables both follow
a normal distribution. Generally, for a lognormal random
variableX the mean and the variance oflog (X) are

E [log (X)] = 2 log (E [X ])− 1
2 log (E

[
X2
]
)

VAR [log (X)] = log (E
[
X2
]
)− 2 log (E [X ]). (19)

Accordingly, the mean and the variance of the logarithms of
T̂x,B andHx,B are computed, and Eqn. (12) and Eqn. (13)
yield the moments oflog (ωx,B(n̄)). The moments ofωx,B(n̄)
follow by the inverse computation of Eqn. (19):

E
[
Xt
]
= exp

(
tE [log (X)] + 1

2 t
2VAR [log (X)]

)
(20)

Fig. 2 shows the CDFs of the optimal service requirements
ωx,B(n̄) for different user configurations. The solid lines
correspond to the CDF obtained by generating a series of
snapshots and the dashed lines depict the CDFs of the ap-
proximated lognormal distributions. The example considers
nQ QoS users with a bit rate of 64kbps and a target-Eb/N0

of 4 dB and the best-effort users can adopt the services of the
set with dynamic spreading and without multi-code. The users
are homogeneously distributed in a hexagonal area around a
central BS and another 38 BS are arranged in a hexagonal
grid around the central BS with a distance of 2km between
each two BSs. The pathloss model uses the formula given in
[7] with dx,k = −128.1 − 37.6 log10(distx,k) wheredistx,k
is the distance from BSx to MS k in km. The target BS
transmit power is set to 10W for all BSs and the constant
part of the transmit power is 2W. The CDFs correspond to
different mixtures of QoS and best-effort users. The lognormal
approximations match well with the snapshot simulation. The

Fig. 2. Approximated and Snapshot CDFs of optimal service requirements
for various user configurations with dynamic spreading



probabilities for very small optimal service requirements are
partially underestimated by the approximation. However, the
error is negligible since the CDFs match well for values above
the requirement for the smallest service. It is worth noting that
the number of QoS users dominates the mean of the optimal
service requirements while the number of best-effort users
dominates the variance.

Fig. 2 shows the distribution of the optimal service require-
ments and Fig. 1 allows to map the distribution to the bit rate
or service probability of the best-effort users. The probability
p(s, n̄) that with n̄ users in the system the best-effort users
can operate with services is

p(s|n̄) =





P {ωx,B(n̄) < ωs,B} for s = 0
P {ωs,B ≤ ωx,B(n̄) < ωs+1,B} for 1 ≤ s < S

P {ωS,B ≤ ωx,B(n̄)} for s = S
(21)

wheres = 0 means that no service is possible. Fig. 3 illustrates
how to derive the service probabilities at the example of
two user configurations from Fig. 2. The vertical lines show
the values ofωs for the available best-effort services. The
horizontal lines indicate the probability that a service is not
possible for the user configuration. Thus, the intervals between
the vertical lines correspond to the service probabilities. For
example, with 20 QoS users and 20 best-effort users with
about 6% no service is available. The probability for service 1
corresponds to the interval to the next higher line and is about
47.5%. Services 4 and 5 are impossible in this state. On the
other hand, for the user configuration with lower load, service
5 is taken with 2.5%, service 4 dominates with over 70% and
the QoS users always leave enough capacity for service 3.

Fig. 3. Determination of the service probabilities from the CDF ofωB(n̄)

IV. STOCHASTIC USER NUMBER PER SERVICE

Eqn. (21) yields the service distribution for a deterministic
user configuration̄n. The objective of this analysis, however,
is to obtain the best-effort service probabilities for a spatial
traffic distribution with a certain user density. The average

number of QoS users with services in the cell area isas

and the mean number of best-effort users isaB. The vector
a = (a1, ..., aS , aB) denotes the total traffic load. We assume
that both the number of QoS and best-effort users follow a
Poisson distribution. The probability of a deterministic user
configuration̄n follows from a modified product form solution
with

p̃(n̄) = φ(n̄)

S∏

s=1

ans
s

ns!

anB

B

nB!
and (22)

p(n̄) =
p̃(n̄)∑

n̄′∈Ω p̃(n̄)
. (23)

The variableΩ denotes the set of all user configurations and
is defined as

Ω =

{
n̄
∣∣∣α
(

S∑

s=1

nsωs + nBω1,B

)
< 1

}
. (24)

In the analysis a user configuration is considered only if
the target transmit power is sufficient to provide the service
requirement of the QoS users. For all user configurations
n̄ ∈ Ω the target transmit power can be sufficient to support all
QoS users and the best-effort users with service 1. However,
there are also spatial user locations such that the transmit
power is not sufficient for the smallest best-effort service
and they occur with probabilityp(0, n̄). Furthermore, the
target transmit power may even be insufficient to support all
QoS users. The probability of such a spatial user pattern is
1−φ(n̄) and accordinglyφ(n̄) is the probability that the spatial
distribution of the QoS users allows a solution of the power
control equation and is given by

φ(n̄) = P

{(
1− α

S∑

s=1

nS

)
T̂x,D − T̂x,C < Hx,Q(n̄)

}
,

(25)
with Hx,Q(n̄) =

∑
k∈Q ωkZk. Assuming Hx,Q(n̄) as a

lognormal random variable,φ(n̄) directly follows from the
CDF. The moments ofHx,Q(n̄) are evident.

The probabilityp(s) that according to an underlying spatial
traffic distribution the best-effort users operate with services
results from the theorem of total probability:

p(s) =

∑
n̄∈Ω′ p(n̄)p(s|n̄)∑

n̄∈Ω′ p(n̄)
, (26)

with Ω′ = {n̄ ∈ Ω|nB > 0}. In Fig. 4 the service distributions
for different user densities are shown. As in the previous
example the best-effort services with dynamic spreading and
without multi-code are considered. The user densities reach
from a low load with an average of five 64kbps QoS users
and ten best-effort users to a high load with 20 QoS users and
30 best-effort users in mean. The brightness of the curves
corresponds to the traffic system load with lighter colors
for lower load. Again, the approximations are validated by
snapshot simulation and the results match well for all traffic
densities. For the lowest load, service 5 with 256kbps is
available to about 28% and the probability for exceeding the



requirements of service 2 is negligible. The opposite occurs for
the high load. Services 4 and 5 are never adopted and with up
to 30% the best-effort users are not served at all. For medium
loads with 10 to 20 QoS users and 10 to 20 best-effort users
mainly services 1, 2 and 3 are taken.
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Fig. 4. Probabilities of best-effort services

V. NUMERICAL RESULTS

In this section we compare the performance of dynamic
spreading and multi-code usage with the optimal best-effort
rate allocation. Fig. 5 shows the cumulative distribution of the
best-effort bit ratesRs for a low traffic load witha = (10, 10)
and a high load witha = (20, 20). The curves for all three
best-effort service sets agree with each other for the bit rates
of dynamic spreading. Obviously, the optimal rate assignment
yields the highest data rate but using multiple codes leads
to a near optimum performance in particular for the low
load scenario. Dynamic spreading alone shows a considerably
worse performance.
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Fig. 5. Cumulative distribution of best-effort data rates with dynamic
spreading and multi-code

Fig. 6 confirms this behavior. It shows the average data
rates for different mean numbers of QoS and best-effort users.
For high loads, the curves are almost identical while for low

loads the usage of multiple codes increases the average best-
effort data rate by up to 35kbps. The relative gain, i.e. the
ratio between mean data rates with and without multi-code,
reaches from over 20% for 10 best-effort users or less than 10
QoS users in mean to 5% for an average of 30 best-effort and
25 QoS users.
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VI. CONCLUSION

We have presented an analytic model to determine prob-
abilities for the quality provided to a best-effort user. The
approximation is based on the assumption that due to the rate
control all BS transmit with a predefined and constant power.
In the planning process of 3G networks the approximation of
the effective bit rates is necessary to provide a certain, though
not guaranteed, quality for best-effort users. The results from
our model match very well with the results from the snapshot
simulation. We have shown that the usage of multiple codes
improves the performance of the rate control considerably
compared to dynamic spreading.
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