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Abstract. Internet video constitutes more than half of all consumer
traffic. Most of the video traffic is delivered by content delivery networks
(CDNSs). The huge amount of traffic from video CDNs poses problems to
access providers. To understand and monitor the impact of video traffic
on access networks and the topology of CDNs, distributed active mea-
surements are needed. Recently used measurement platforms are mainly
hosted in National Research and Education Networks (NRENs). How-
ever, the view of these platforms on the CDN is very limited, since the
coverage of NRENS is low in developing countries. Furthermore, campus
networks do not reflect the characteristics of end user access networks.
We propose to use crowdsourcing to increase the coverage of vantage
points in distributed active network measurements. In this study, we
compare measurements of a global CDN conducted in PlanetLab with
measurements assigned to workers of a crowdsourcing platform. Thus,
the coverage of vantage points and the sampled part of the global video
CDN are analyzed. Our results show that the capability of PlanetLab to
measure global CDNs is rather low, since the vast majority of requests
is directed to the US. By using a crowdsourcing platform we obtain a
diverse set of vantage points that reveals more than twice as many au-
tonomous systems deploying video servers.

1 Introduction

Internet video constitutes more than half of all consumer Internet traffic globally,
and its percentage will further increase [4]. Most of the video traffic is delivered
by content delivery networks (CDNs). Today the world’s largest video CDN is
YouTube. Since Google took over YouTube in 2006 the infrastructure of the
video delivery platform has grown to be a global content delivery network. The
global expansion of the CDN was also necessary to cope with growing demand
of user demands and the high expectations on the video playback. Therefore,
content delivery networks try to bring content geographically close to users.
However, the traffic from content delivery networks is highly asymmetric and
produces a large amount of costly inter-domain traffic [11]. Especially Internet
Service Providers (ISPs) providing access to many end users have problems to



deal with the huge amount of traffic originating from YouTube. Furthermore,
the Google CDN is constantly growing and changing, which makes it difficult
for access providers to adapt their infrastructure accordingly.

To understand and monitor the impact of YouTube traffic on ISPs and the
topology of CDNs appropriate measurements are aquired. Due to YouTube’s
load-balancing and caching mechanisms the YouTube video server selection is
highly dependent on the location of the measurement points. Hence, we need a
globally distributed measurement platform to perform active measurements to
uncover the location of YouTube servers. Recent work [1, 2] has performed such
measurements in PlanetLab [13], a global test bed that provides measurement
nodes at universities and research institutes. The problem is that probes dissemi-
nated from PlanetLab nodes origin solely from National Research and Education
Networks (NRENSs). This may not reflect the perspective of access ISPs which
have a different connection to the YouTube CDN with different peering or transit
agreements.

To achieve a better view on the YouTube CDN from the perspective of end
users in access networks we use a commercial crowdsourcing platform to recruit
regular Internet users as measurement probes. Thus, we increase the coverage
of vantage points for the distributed measurement of the YouTube CDN. To
evaluate the impact of the measurement platform and the coverage of their
vantage point, we perform the same measurements using PlanetLab nodes and
crowdsourcing users and compare the obtained results.

Our measurements show that distributed measurements in PlanetLab are not
capable to capture a globally distributed network, since the PlanetLab nodes are
located in NRENs where the view on the Internet is limited. We demonstrate
that recruiting users via crowdsourcing platforms as measurement probes can of-
fer a complementary view on the Internet, since they provide access to real end
users devices located out side of these dedicated research networks. This com-
plementary view can help to gain a better understanding of the characteristics
of Video CDNs. Concepts like ALTO or economic traffic management (ETM) [7]
need a global view of the CDN structure to optimize traffic beyond the borders
of ISPs. Finally, models for simulation and performance evaluation of mecha-
nisms incorporating CDNs need to apply the characteristics identified by crowd
sourced network measurements.

This paper is structured as follows: Section 2 explains the basic structure
and functionality of the YouTube CDN, give as short overview of the concept
of crowdsourcing, and the reviews work related. The measurements conducted
in the PlanetLab and via crowdsourcing are described in Section 3. In Section 4
we details on the measurement results and their importance for the design of
distributed network measurements. We conclude this work in Section 5.



2 Background and Related Work

In this section, we briefly describe the structure of the YouTube video CDN
and give a short introduction in the principles of crowdsourcing. Further, we
summarize related work in the field of distributed active measurements of CDNs
as well as work related to crowdsourcing aided network measurements.

2.1 Evolution and Structure of Content Delivery Networks

Since the launch of the YouTube service content delivery has drastically changed.
The number of users watching videos on demand has massively increased and
the bandwidth to access videos is much higher. Furthermore, the increased band-
width enables web services to be interactive by using dynamic server- or client-
side scripts. The appearance of dynamic services and the increasing quality of
multimedia content raised user expectations and the demand on the servers. To
bring content in high quality to end-users with low latency and to deal with in-
creasing demand, content providers have to replicate and distribute the content
to get it close to end-users. Thus, content delivery networks such as the Google
CDN evolved.

The global expansion of the CDNs also changes the structure of the Internet.
Google has set up a global backbone which interconnects Google’s data centers to
important edge points of presence. Since these points of presence are distributed
across the globe, Google can offer direct peering links to access networks with
many end users. Such, access network providers save transit costs, while Google is
able to offer services with low latency. To bring content even closer to users ISPs
can deploy Google servers inside their own network to serve popular content,
including YouTube videos [5].

To select the closest server for a content request and to implement load bal-
ancing CDNs use the Domain Name System (DNS). Typically a user watches
a YouTube video by visiting a YouTube video URL with a web browser. The
browser then contacts the local DNS server to resolve the hostname. Thereafter,
the HT'TP request is directed to a front end web server that returns an HTML
page including URLs for default and fallback video servers. These URLs are
again resolved by DNS servers to physical video servers, which stream the con-
tent. The last DNS resolution can happen repeatedly until a server with enough
capacity is found to serve the request. Thus, load balancing between the servers
is achieved [1].

2.2 Crowdsourcing

Crowdsourcing is an emerging service in the Internet that enables outsourcing
jobs to a large, anonymous crowd of users [16]. So called Crowdsourcing platforms
acts as mediator between the users submitting the tasks, the employers, and the
users willing to complete these tasks, the workers. All interactions between work-
ers and employers are usually managed through these platforms and no direct
communication exits, resulting in a very loose worker-employer relationship. The



complexity of Crowdsourcing tasks varies between simple transcriptions of sin-
gle words [17] and even research and development tasks [10]. Usually, the task
description are much more fine granular than in comparable forms in traditional
work organization [8]. This small task granularity hold in particular for micro-
tasks, which can be completed within a few seconds to a few minutes. These
tasks are usually highly repetitive, e.g., adding textual descriptions to pictures,
and are grouped in larger units, so called campaigns.

2.3 Related Work

There already exist a number of publications which study the structure of the
YouTube CDN and its selection of video servers. A distributed active measure-
ment platform is necessary for these evaluation, because the CDN mechanisms
consider the client locations, both geographical as well as in terms of the con-
nected access network. In [15] two university campus networks and three ISP
networks were used to investigate the YouTube CDN from vantage points in
three different countries. The results show that locality in terms of latency is
not the only factor for video server selection.

While the view of five different ISPs on a global CDN is still narrow, the
authors of [2] used PlanetLab to investigate the YouTube server selection strate-
gies and load-balancing. They find that YouTube massively deploys caches in
many different locations worldwide, placing them at the edge of the Google au-
tonomous system or even at ISP networks. The work is enhanced in [1], where
they uncover a detailed architecture of the YouTube CDN, showing a 3-tier phys-
ical video server hierarchy. Furthermore, they identify a layered logical structure
in the video server namespace, allowing YouTube to leverage the existing DNS
system and the HTTP protocol.

However, to assess the expansion of the whole YouTube CDN and its cache
locations in access networks, the PlanetLab platform, which is located solely in
NREN:S, is not suitable, since it does not reflect the perspective of end users in
ISP access networks. Therefore, a different distributed measurement platform is
used in [14] which runs on end user equipment and thus implies a higher diversity
of nodes and reflects the perspective of end user in access networks. However, the
number of nodes that was available for the measurement is too small to obtain
a global coverage of vantage points

To achieve both, the view of access networks and a high global coverage with
a large number of measurement points, the participation of a large number of
end users in the measurement is necessary. Bischof et al. [3] implemented an
approach to gather data form peer-to-peer networks to globally characterize the
service quality of ISPs using volunteers.

In contrast to this we propose using a commercial crowdsourcing platform to
recruit users running a specially designed measurement software and therewith
act as measurement probes. In comparison to other approaches using volunteers,
this approach offers better scalability and controllability, because the number
and origin of the participants can be adjusted using the recruiting mechanism
of the crowdsourcing platform. This is confirmed by Table 1 which compares



Table 1. Quantitative Comparison: Crowdsourcing / Social Network Study.

Crowdsourcing (C) Social network (S)
Implementation time about 2 weeks; test imple-|same as for (C)

mented via dynamic web

pages, application monitor-

ing
Time for acquiring peo-|5 minutes 2 hours, as users (groups)
ple were asked individually
Campaign submission|16 Euro 0 Euro
cost
Subjects reward 0.15 Euro 0 Euro
Number of test condi-|3 3
tions
Advertised people 100 350
Campaign completion|31 hours 26 days; strongly depends on
time advertised user groups how-

ever

Participating users 100 95
Reliable users (very|30 58
strict filtering of users)
Number of different|30 3; strongly depends on users
countries of subjects groups however

a crowdsourcing study with a social network study quantitatively. The crowd-
sourcing study is described in [9]. The study is designed to assess the subjective
QoE for multimedia applications, like video streaming. The same study was
conducted additionally in a social network environment for recruiting test users.
Table 1 shows that acquiring people in crowdsourcing platforms takes very short
time compared to asking volunteers in a social network, which allows adding par-
ticipants easily. Furthermore, the completion time of the campaign of 31 hours is
much shorter compared to the 26 days for the social network campaign. Finally,
in the crowdsourcing campaign workers can be selected according to their coun-
try, which allows distributing the campaign on many different countries. In the
social network the coverage of countries depends on the network of user groups,
which spread the campaign. Hence, it is easy to control the number and origin
of subjects participating in a crowdsourcing campaign and the completion time
is considerably fast, which makes the campaign scalable and controllable. The
price you pay is the reward for the workers that summed up to a total of 16
Euro for that campaign.

To the best of our knowledge this is the first work which uses crowdsourcing
for a distributed active measurement platform.



3 Measurement Description

To assess the capability of crowdsourcing for distributed active measurements we
conduct measurements with both PlanetLab and the commercial Crowdsourcing
platform Microworkers [18]. We measure the global expansion of the YouTube
CDN by resolving physical server IP-addresses for clients in different locations.

3.1 Description of the PlanetLab Measurement

PlanetLab is a publicly available test bed, which currently consists of 1173 nodes
at 561 sites. The sites are usually located at universities or research institutes.
Hence, they are connected to the Internet via NRENs. To conduct a measure-
ment in PlanetLab a slice has to be set up which consists of a set of virtual
machines running on different nodes in the PlanetLab test bed. Researchers can
then access these slides to install measurement scripts. In our case the measure-
ment script implemented in Java extracted the server hostnames of the page of
three predetermined YouTube videos and resolved the IP addresses of the phys-
ical video servers. The IP addresses of the PlanetLab clients and the resolved IP
addresses of the physical video servers were stored in a database. To be able to
investigate locality in the YouTube CDN, the geo-location of servers and clients
is necessary. For that purpose the IP addresses were mapped to geographic coor-
dinates with MaxMinds GeolP database [12]. The measurement was conducted
on 220 randomly chosen PlanetLab nodes in March 2012.

3.2 Description of the Crowdsourcing Measurement

To measure the topology of the YouTube CDN from an end users point of view
who is connected by an ISP network we used the crowdsourcing platform Mi-
croworker [18]. The workers were asked to access a web page with an embedded
Java application, which automatically conducts client side measurements. These
include, among others, the extraction of the default and fallback server URLs
from three predetermined YouTube video pages. The extracted URLs were re-
solved to the physical IP address of the video servers locally on the clients. The
IP addresses of video servers and of the workers client were sent to a server which
collected all measurements and stored them in a database.

In a first measurement run, in December 2011, 60 different users of Mi-
croworkers participated in the measurements. Previous evaluation have shown,
that the majority of the platform users is located in Asia [6], and accordingly
most of the participants of there first campaign were from Bangladesh. In order
to obtain wide measurement coverage the number of Asian workers participating
in a second measurement campaign, conducted in March 2012, was restricted.
In total, 247 workers from 32 different countries, finished the measurements suc-
cessfully identifying 1592 unique physical YouTube server IP addresses.
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Fig. 1. Distribution of measurement points on countries in a) PlanetLab and b) Crowd-
sourcing platform.

4 Results

In this section we show the results of the distributed measurement of the global
CDN. The obtained results show the distribution of clients and servers over
different countries. Furthermore, the mapping on autonomous systems gives in-
sights to the coverage of the Internet.

4.1 Distribution of Vantage Points on Countries

To investigate the coverage of measurement points we study the distribution of
the PlanetLab nodes and Crowdsourcing workers. Figure 1(a) shows the distri-
bution of PlanetLab nodes on countries over the world. The pie chart is denoted
with the country codes and the percentage of PlanetLab nodes in the respective
country. Most of the 220 clients are located in the US with 15% of all clients.
However, more than 50% of the clients are located in West-Europe. Only few
clients are located in different parts of the world. The tailored distribution to-
wards Western countries is caused by the fact, that the majority of the PlanetLab
nodes are located in the US or in western Europe.

Figure 1(b) shows the geo-location of workers on the crowdsourcing platform.
In contrast to PlanetLab, most of the 247 measurement points are located in
Asia-Pacific and East-Europe. The majority of the participating workers 20%
are from Bangladesh followed by Romania and the US with 10%. This bias is
caused by the overall worker distribution on the platform [6]. However, this can
be influences to a certain extend by limiting the access to the tasks to certain
geographical regions.

4.2 Distribution of Identified YouTube Servers on Countries

To investigate the expansion of the YouTube CDN we study the distribution of
YouTube servers over the world. Figure 2(a) shows the location of the servers
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Fig. 2. Distribution of physical YouTube servers on countries accessed from a) Plan-
etLab nodes and b) workers of a crowdsourcing platform.

identified by the PlanetLab nodes. The requests are mainly directed to servers
in the US. Only 20% of the requests were directed to servers not located in the
US.

The servers identified by the crowdsourcing measurement are shown in Fig-
ure 2(b). The amount of requests being directed to servers located in the US
is still high. 44% of clients were directed to the US. However, in this case the
amount of requests resolved to servers outside the US is higher. In contrast to
the PlanetLab measurement many requests are served locally in the countries
of clients. Furthermore, the decrease of 80% to 44% of request being directed to
the US shows a huge difference.

Hence, network probes being overrepresented in the US and Europe leads to
a limited view of the content delivery network and the Internet. This shows the
impact of different locations of measurement points on the view of the CDN. It
also demands a careful choice of vantage points for a proper design of experiments
in distributed network measurements. Although both sets of measurement points
are globally distributed the fraction of the CDN which is discovered by the probes
has very different characteristics.

The amount of servers which is located in the US almost doubles for the
PlanetLab measurement. While 44% of the requests are resolved to US servers
in the Crowdsourcing measurement, nearly all requests of PlanetLab nodes are
served by YouTube servers located in the US. Although less than 15% of clients
are in US, requests are frequently directed to servers in the US. That means that
there is still potential to further distribute the content in the CDN.

4.3 Coverage of Autonomous Systems with YouTube Servers

To identify the distribution of clients on ISPs and to investigate the expansion
of CDNs on autonomous systems we map the measurement points to the corre-
sponding autonomous systems.
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Fig. 3. Distribution of YouTube servers on autonomous systems from a) PlanetLab
and b) Crowdsourcing perspective.

Figure 3(a) shows the autonomous systems of YouTube servers accessed
by PlanetLab nodes. The autonomous systems were ranked by the number
of YouTube servers located in the AS. The empirical probability P(k) that a
server belongs to AS with rank k is depicted against the AS rank. The number
of autonomous systems hosting YouTube servers that are accessed by Planet-
Lab nodes is limited to less than 30. The top three ranked ASes are AS15169,
AS36040 and AS43515. AS15169 is the Google autonomous system which in-
cludes the Google backbone. The Google backbone is a global network that
reaches to worldwide points of presence to offer peering agreements at peer-
ing points. AS36040 is the YouTube network connecting the main datacenter
in Mountain-View which is also managed by Google. AS43515 belongs to the
YouTube site in Europe which is administrated in Ireland. Hence, two thirds of
the servers are located in an autonomous systems which is managed by Google.
Only few requests are served from datacenters not being located in a Google
AS. The reason that request from PlanetLab are most frequently served by
ASes owned by Google might be a good interconnection of the NRENs to the
Google ASes.

Figure 3(b) depicts the autonomous systems where requests to YouTube
videos from the crowdsourcing workers were directed. The empirical probability
that a server belongs to an AS has been plotted dependent on the AS rank.
The YouTube servers identified by the crowdsourcing probes are located in more
than 60 autonomous systems. Hence, the YouTube CDN is expanded on a higher
range of ASes from the crowdsourcing perspective compared to PlanetLab. Again
the three autonomous systems serving most requests are the ASes managed by
Google, respectively YouTube. But the total number of requests served by a
Google managed AS is only 41%. Hence, in contrary to the PlanetLab measure-
ment, requests are served most frequently from ASes not owned by Google. Here,
caches at local ISPs managed by YouTube could be used to bring the content
close to users without providing own infrastructure. This would also explain the



large number of identified ASes providing a YouTube server. The results show
that the PlanetLab platform is not capable to measure the structure of a global
CDN, since large parts of the CDN are not accessed by clients in NRENSs.

5 Conclusion

In this study we proposed the usage of crowdsourcing platforms for distributed
network measurements to increase the coverage of vantage points. We evaluated
the capability to discover global networks by comparing the coverage of video
server detected using a crowdsourcing platform as opposed to using the Plan-
etLab platform. To this end, we used exemplary measurements of the global
video CDN YouTube, conducted in both the PlanetLab platform as well as the
crowdsourcing platform Microworkers.

Our results show that the vantage points of the concurring measurement
platforms have very different characteristics. In the PlanetLab measurement the
country with most measurement points is the US, while more than 50% of mea-
surement points are located in West-Europe. In contrary most measurement
points are located in Asia-Pacific and East-Europe in the crowdsourcing mea-
surement. Further we could show that the distribution of vantage points has high
impact on the capability of measuring a global content distribution network. The
capability of PlanetLab to measure a global CDNs is rather low, since 80% of
requests are directed to the United States.

Finally, our results confirm that the coverage of vantage points is increased by
crowdsourcing. Using the crowdsourcing platform we obtain a diverse set of van-
tage points that reveals more than twice as many autonomous systems deploying
video servers than the widely used PlanetLab platform. Part of future work is
to determine if the coverage of vantage points can be even further increased
by targeting workers from specific locations to get representative measurement
points for all parts of the world.
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