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1 Introduction

This monograph deals with the analysis and performance evaluation of resource
management strategies in cellular and wireless mesh networks. In the following,
a motivation is given on this topic. Thereafter, the scientific contribution of this
work is described. At the end of this introductory chapter, the outline of the thesis
is provided.

1.1 Motivation

The rapid growth in the field of communication networks has been truly amazing
in the last decades. We are currently experiencing a continuation thereof with an
increase in traffic and the emergence of new fields of application. In particular,
the latter is interesting since due to advances in the networks and new devices,
such as smartphones, tablet PCs, and all kinds of Internet-connected devices,
new additional applications arise from different areas. These include personal
cloud services, multiplayer game streaming, browser-based multimedia appli-
cations, commercial Internet services for transportation and manufacturing, ul-
tra high definition multimedia applications, assistance systems for the elderly,
machine-to-machine communications with electronic meters and mobile sensors
for everyday use. What applies for all these services is that they come from very
different directions and belong to different user groups. This results in a very het-
erogeneous application mix with different requirements and needs on the access
networks.

The applications within these networks typically use the network technology
as a matter of course, and expect that it works in all situations and for all sorts
of purposes without any further intervention. Mobile TV, for example, assumes
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1 Introduction

that the cellular networks support the streaming of video data. Likewise, mobile-
connected electricity meters rely on the timely transmission of accounting data
for electricity billing. From the perspective of the communication networks, this
requires not only the technical realization for the individual case, but a broad
consideration of all circumstances and all requirements of special devices and
applications of the users. All this applies in addition to the usual challenges, such
as energy savings in the network, costs, and electromagnetic interference as it
occurs in wireless networks.

Such a comprehensive consideration of all eventualities can only be achieved
by a dynamic, customized, and intelligent management of the transmission re-
sources. This management requires to exploit the theoretical capacity as much as
possible while also taking system and network architecture as well as user and
application demands into account. Hence, for a high level of customer satisfac-
tion, all requirements of the customers and the applications need to be considered,
which requires a multi-faceted resource management, especially with respect to
the multitude of different applications and Internet-enabled devices.

The prerequisite for supporting all devices and applications is consequently a
holistic resource management at different levels. At the physical level, the tech-
nical possibilities provided by different access technologies, e.g., more transmis-
sion antennas, modulation and coding of data, possible cooperation between net-
work elements, etc., need to be exploited on the one hand. On the other hand,
interference and changing network conditions have to be counteracted at phys-
ical level. On the application and user level, the focus should be on the cus-
tomer demands due to the currently increasing amount of different devices and
diverse applications (medical, hobby, entertainment, business, civil protection,
etc.). Overall, the goal is always a management that maximizes the total per-
formance of the communication network defined by different operator-specific
objectives. Critical aspects here are the consideration of all demands and the in-
teraction between the different methods at different levels, always with respect
to the balance between costs and benefits of each method in terms of the overall
performance.
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1.2 Scientific Contribution

Accordingly, the development and assessment of methods for resource man-
agement in communication networks is an important and far-reaching activity
that guarantees the success of the technology and defines its acceptance.

1.2 Scientific Contribution

The intention of this thesis is the development, investigation, and evaluation of
a holistic resource management with respect to new application use cases and
requirements for the networks. Therefore, different communication layers are in-
vestigated and corresponding approaches are developed using simulative meth-
ods as well as practical emulation in testbeds. The new approaches are designed
with respect to different complexity and implementation levels in order to cover
the design space of resource management in a systematic way. Since the ap-
proaches cannot be evaluated generally for all types of access networks, network-
specific use cases and evaluations are finally carried out in addition to the con-
ceptual design and the modeling of the scenario. We consider cellular networks
and wireless mesh access networks in this thesis.

Figure 1.1 gives an overview of the different topics. The topics are sorted ac-
cording to the main methodology covering simulation, modeling, implementa-
tion, and practical measurements. Additionally, research studies of related areas
that are also conducted by the author, are included in the figure. In total, this
monograph covers four topics that will be briefly summarized in the following.

The first part is concerned with management of resources at physical layer. We
study distributed resource allocation approaches under different settings. Due to
the ambiguous performance objectives, a high spectrum reuse is conducted in
current cellular networks. This results in possible interference between cells that
transmit on the same frequencies. The focus is on the identification of approaches
that are able to mitigate such interference. We propose different novel coordi-
nation mechanisms which lead to a more efficient resource usage. Further on,
new opportunities to partition or restrict the different transmission resources are

3
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Figure 1.1: Contribution of this work illustrated by a cartography of the research
studies carried out. The notion [x]y indicates that the scientific publi-
cation [x] is discussed in Chapter y of this monograph.

evaluated in terms of the number of supported users. These evaluations are con-
ducted for constant traffic demand. Another additional objective is furthermore
to evaluate the different approaches with respect to current traffic patterns such
as non-saturated traffic in the uplink. Such approaches are modeled and evaluated
in detail with extensive simulations.

Due to the heterogeneity of the applications in the networks, increasingly dif-
ferent application-specific requirements are experienced by the networks. Conse-
quently, the focus is shifted in the second part from optimization of network pa-
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1.2 Scientific Contribution

rameters to consideration and integration of the application and user needs by ad-
justing network parameters. Therefore, application-aware resource management
is introduced to enable efficient and customized access networks. It uses infor-
mation about the status of an application (e.g. active/idle, displaying a video,
application buffer level, chatting, displaying information, calculating, processing
information, interaction with user), and integrates this information in the network
resource management. Based on appropriate literature, application information
reflects the perceived quality of the user to a high degree if properly selected.
An integral part of application-aware resource management is the monitoring.
The performance of the resource management is highly dependent on the utilized
information. To monitor the appropriate information, a dynamic approach is re-
quired which is designed and evaluated in the third chapter on the example of
YouTube video streaming.

As indicated before, approaches cannot be evaluated generally for all types
of access networks. Consequently, the third contribution is the definition and re-
alization of the application-aware paradigm in different access networks. First,
we address multi-hop wireless mesh networks. Wireless mesh networks main-
tain many different options and management possibilities to transmit traffic to
the Internet, thus providing a flexible network structure that gives an excellent
opportunity to quantify the benefits of application-aware resource management.
The evaluation is done in a mesh testbed via empirical measurements. Such prac-
tical implementations illustrate the benefits of the concept and demonstrate the
feasibility.

Finally, we focus with the fourth contribution on cellular networks again.
Application-aware resource management is applied here to the air interface be-
tween user device and the base station. Especially in cellular networks, the inten-
sive cost-driven competition among the different operators facilitates the usage of
such a resource management to provide cost-efficient and customized networks
with respect to the running applications. The numerical quantification of these
benefits is subject to a simulative evaluation for YouTube, file downloads, and
web browsing.
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1 Introduction

Overall, the results of this work fit into the broad field of resource manage-
ment for access networks. Without such a resource management efficient, pro-
ductive, and cost-effective networks would not be possible. The literature cur-
rently focuses heavily on network-related optimizations, such as those discussed
in Chapter 2. Much more important in terms of economic aspects however is the
optimization for specific applications and user requirements. To that effect, the
work provides significant new ideas and concepts that are supported by imple-
mentations and simulations for certain types of networks.

The overall objective of this work is the evaluation of resource management
approaches on different layers. The entire work can be seen as a contribution
to the resource management research of mobile communication networks and
wireless mesh networks, which gives clear conclusions supported by simulation
results and real implementations of resource management strategies of different
complexity in order to assess and justify the use of such strategies.

1.3 Outline of This Thesis

The organization of this monograph is shown in Figure 1.2. Each chapter con-
tains a section that shows the background and related work of the covered topics.
Additionally, we summarize lessons learned at the end of each chapter. The three
columns cover from left to right (1) the problems and challenges, (2) the proposed
solution with algorithms or mechanisms to cope with the problems, and (3) the
results which present the impact of the applied mechanisms on the network per-
formance. The arrows between the sections show their relation, background, and
findings that are used in later sections. The section numbers of the building blocks
are given in parentheses.

The remainder of this thesis is organized as follows. Chapter 2 contains all
approaches that operate close to the physical layer. These include the approaches
that coordinate resource allocation according to interference levels, uplink traffic,
and frequency reuse strategy. Chapter 3 focuses on application-aware resource
management. Here, the concept is introduced and discussed that allows for the
integration of application layer information within the resource management.
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1.3 Outline of This Thesis

Based on this definition, use cases are given in Chapter 4. We first investigate
in Chapter 4 application-aware algorithms within wireless mesh networks. In the
second part, we focus on cellular networks. An application-aware packet schedul-
ing is defined that allocates resources for transmission according to application
layer information. Finally, this monograph is concluded in Chapter 5 by a sum-
mary of the presented results and achievements.
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2 Resource Management on

Physical Layer: Interference

Mitigation in Cellular Networks

The first chapter is concerned with resource management on the physical layer.
At this layer, the technical possibilities provided by different access technologies
need to be exploited on the one hand. These include the modulation and cod-
ing of data, the adjustment of the transmission power, the choice of frequency or
transmission wavelength, the choice of transmitter or transmit antenna, and pos-
sible cooperation between network elements. On the other hand, interference and
changing network conditions have to be counteracted at physical layer.

We focus in this chapter on mobile communication networks and the topics
inter-cell interference mitigation and resource management with frequency reuse
schemes. We propose different coordination mechanisms which lead to a more
efficient resource usage.

2.1 Motivation and Objectives

One of the most crucial tasks in mobile communications is the mitigation of inter-
cell interference at the physical layer. From the beginning of mobile communica-
tions, there have been efforts to reduce such to an acceptable level. The reason for
this is based on the fact that the transmission resources in a mobile communica-
tion network are limited. For the transmission usually only a restricted number of
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2 Resource Management on Physical Layer: Interference Mitigation

frequencies are available which are exclusively registered and purchased for ded-
icated use by the network operator. This consequently results in the need to reuse
these resources to a high degree in order to achieve a high data transmission rate
and quality in the network. However, if the frequency spectrum is reused aggres-
sively, current systems encounter interference between cells, which necessitates
the use of resource management approaches for inter-cell interference mitigation.

From a technical point of view, Orthogonal Frequency Division Multiple Ac-
cess (OFDMA) is the current technology of choice for mobile networks. Both
Worldwide Interoperability for Microwave Access (WiMAX) and 3GPP Long
Term Evolution (LTE) use OFDMA as multi-user access scheme. The underly-
ing principle is that OFDMA regulates the access of individual users within a
cell. Simultaneous transmissions in the same frequency band of adjacent cells,
however, result in interference that degrades the transmission signal.

A number of techniques have been proposed to counteract inter-cell interfer-
ence [31–34]. They differ in technical complexity and according to the benefits
for the network. First, there is interference averaging. The task of inter-cell in-
terference averaging is to distribute the generated interference evenly across all
users. Frequency hopping, as it is used in 2G Global System for Mobile Commu-
nications (GSM) systems, is classified as inter-cell interference averaging. Within
the WiMAX IEEE 802.16e standard, similar techniques are proposed, e.g. ran-
dom sub-carrier permutations. A second technique to mitigate interference is the
use of smart antennas. A smart antenna is an arrangement of antenna elements.
It can be used to achieve beamforming, which controls the directivity of the an-
tenna, to narrow the caused interference to a specific geographical area. Inter-
cell interference avoidance furthermore is another class of inter-cell interference
mitigation techniques. Part of interference avoidance is the problem of optimal
resource allocation. Additionally, a further part of interference avoidance is re-
source partitioning and management. It addresses the partitioning of resources
into groups serving different purposes and the management of the resources, e.g.
by applying transmit power limitations to the groups.
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2.1 Motivation and Objectives

Frequency reuse schemes are part of the resource partitioning and manage-
ment. A frequency reuse defines how the frequency resources are shared among
neighboring cells. A network-wide universal reuse as it is used in Universal Mo-
bile Telecommunications System (UMTS) is also known under the term Fre-
quency Reuse 1. A Frequency Reuse 1 results in a high amount of available
resources, but at the same time causes a high level of interference resulting from
the concurrent transmissions in neighboring cells of these resources. Frequency
Reuse 3 is similar to the approach of frequency planning in GSM. Here, the fre-
quency resources are divided into three orthogonal sets. Each cell is assigned to
one of the sets in a fashion that minimizes the interference. This results in the
amount of available resources to be divided by three, whereas the interference is
at a much lower level than with Frequency Reuse 1. Fractional Frequency Reuse
(FFR) is an extension of both reuse concepts. The cell area is divided into cell
edge with Frequency Reuse 3 to achieve a high channel quality, while Frequency
Reuse 1 is used in the cell center to maximize the resource utilization.

Fractional frequency reuse is a popular topic in modern wireless communica-
tions and is considered in many works. Most of these works focus on the down-
link transmission. The interference in the uplink and the downlink, however, have
differing characteristics. A base station antenna uses a fixed transmit power for
the downlink transmission that is shared among the users. In the uplink, however,
each user has a specific transmit power available. This results in the available
transmit power scaling with the number of users. The capacity of FFR in the
uplink therefore needs to be evaluated with suitable measures.

Another challenge are the changing traffic characteristics through new appli-
cations and different devices. Many previous works consider the downlink direc-
tion with saturated users [35–38]. In the downlink from the Internet to the user,
most of the data is transmitted. In contrast, we concentrate in this chapter on
the uplink transmission. Moreover, we especially focus on the uplink with non-
saturated users. Such type of users seems to be the more realistic choice for the
uplink since nowadays the typical uplink traffic consists of constantly-recurring,
short TCP acknowledgements, HTTP requests, voice and video traffic, and con-
trol traffic, due to the large amount of downlink traffic. TCP connections with
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large data volume on the uplink are expected to occur only sporadically, e.g. due
to the transmission of user-generated content.

In this chapter, FFR approaches for the resource allocation in the uplink are
investigated. The aim is to consider the uplink in a non-saturated case. First, we
provide a model for the scenario and carry out a performance evaluation with re-
spect to current traffic characteristics. Furthermore, the fact is taken into account
that due to the dense network structure and the resulting reuse of frequencies, in-
terference is generated. The second objective is therefore to avoid such interfer-
ence by an appropriate resource allocation. In the end, this work should provide
recommendations for network providers how a decentralized resource allocation
needs to look like and what points should be considered to i) take the new traf-
fic characteristics into account and ii) mitigate interference between cells, since
these two points are seen as some of the main performance degradation issues for
current networks.

The content of this chapter is mainly taken from [2, 14, 15]. Its remainder is
structured as follows. We start with a section on the basics related to the sub-
ject of this chapter. Herein, an introduction to interference in mobile networks is
first given in Section 2.2.1 and different types of mitigation are discussed. After-
wards, technical details on the physical resource allocation in mobile networks
are briefly described in Section 2.2.2. Especially, the flexibility of the OFDMA
multi-user access scheme is outlined. In the end, an introduction to frequency
reuse schemes for resource partitioning is given in Section 2.2.3. Based on that,
related work on the most important classical resource allocation constraints and
objectives is summarized and discussed in Section 2.3. The intention is to provide
an overview of the most relevant resource management objectives on the physi-
cal layer in this work. Thereafter, related work especially about interference mit-
igation is enumerated to provide an overview of existing interference mitigation
approaches in Section 2.3.2. Prior to the investigation of interference mitigation
approaches, the simulation model is defined in Section 2.4 and the simulation is
introduced in Section 2.5. The evaluation is then finally laid out in six subsections
in Section 2.6. Lastly, results and findings are summarized, and basing on such,
recommendations are made on resource allocation of today’s mobile networks.
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2.2 Background

This section provides background information on resource management and in-
terference mitigation. First, inter-cell interference is explained and different types
of mitigation are discussed. Afterwards, we briefly introduce the resource alloca-
tion process in OFDMA mobile networks. Thereafter, frequency reuse schemes
are introduced since they influence the resource allocation process to mitigate
inter-cell interference.

2.2.1 Interference in Mobile Networks

In mobile communications, the resources for the data transmission are scarce
and limited. Therefore, the frequencies at which the data is transmitted are often
re-used in multiple cells. This principle is essential in order to meet the traffic
demands in cellular networks.

Through the reuse of frequencies within multiple cells, however, interference
between cells may be induced. This interference significantly affects the trans-
mission capacity in the individual cells and is commonly addressed by appropri-
ate resource management. If the interference significantly affects system perfor-
mance, the system is referred to as interference-limited.

Figure 2.1 illustrates two mobile users that are using the same frequency band
and interfere with each other. As both their signals are sent to the base station an-
tennas, they also reach other mobile users. This causes interference for both users
in the different cells. The intensity of the interference in the uplink is dependent
on i) the location of the users in the cell and ii) the current transmit power of the
devices.

In order to cope with interference, either a different frequency band has to
be assigned to conflicting users or the transmission power must be reduced, such
that the other party is not disturbed. Traditionally, in GSM mobile communication
system, inter-cell interference is avoided by the assignment of disjoint frequency
bands. This assignment is however static and is done in the planning phase of
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Figure 2.1: Illustration for the occurrence of uplink inter-cell interference: mo-
biles in different cells, but on the same frequency band.

the network, which considerably complicates subsequent extensions or modifica-
tions. All participants in 3G WCDMA systems such as UMTS in contrast use the
same frequency band. Inter- and intra-cell interference is reduced by orthogonal
and pseudo-orthogonal coding. An explicit resource management to mitigate in-
terference is not necessary. However, this also results in the fact that part of the
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potential system capacity that is caused by the high variability of the interference
cannot be exploited. In the 3.5G UMTS enhanced uplink, inter-cell interference
is locally mitigated by threshold-based signaling to intercept random load peaks,
and better utilize the system capacity. Finally, in 4G OFDMA systems inter-cell
interference may occur due to the orthogonal resource allocation strategy.1 The
flexibility of the OFDMA access scheme allows different methods for explicit
reduction or mitigation of interference:

- Static or semi-static resource allocation methods assign the available sub-
carriers to distinct cells or disjoint areas inside cells. Such approaches are
called Soft Frequency Reuse (SFR) or Fractional Frequency Reuse (FFR).
In the semi-static case, the allocation may be adjusted according to the
load situation in the cell. In Section 2.2.3, an overview on frequency reuse
strategies including FFR and SFR is given.

- Randomized methods try to distribute the inter-cell interference as evenly
as possible across the frequency spectrum in order to avoid a reduction in
signal quality of individual subcarriers. Such approaches, like frequency
hopping, belong to the class of interference averaging. They are generally
not suitable for frequency selective scheduling. In Section 2.3.2, related
work on interference averaging is given.

- Dynamic allocation methods assign the resources in such a way that in-
terference is mitigated and an objective function is optimized at the same
time.

- Beamforming approaches avoid the interference by directing the transmis-
sion in certain directions. For this purpose, the transmitter uses an array
of at least two antennas and directs the transfer to a geographically de-
fined area, so that the unwanted interference to other cells is omitted. This
approach requires multiple antenna technology and detailed information
about users, see also related work at Section 2.3.1.

1A detailed description of OFDMA-based resource allocation follows in the next subsection.
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The approaches can further be distinguished whether the interference man-
agement is centrally controlled or distributed to cells. A central approach with a
global knowledge of the system state may achieve theoretically optimal alloca-
tions. However, more realistic are distributed or hybrid methods that reduce the
signaling load.

The challenge is to combine the interference mitigation objectives with the
objectives of other constraints such as frequency selective scheduling. An opti-
mal resource allocation can be achieved theoretically, if the allocation is done
dynamically throughout the whole system at the beginning of each transmission
frame. However, this requires a central unit with global knowledge about the sys-
tem state and synchronized base stations. The disadvantages and difficulties of
such a centralized approach are firstly an increased signaling traffic load at the
relatively expensive fixed connections between the base stations. Secondly, the
signaling with a central controller leads to a certain delay, which in turn reduces
the gain of a high-speed frequency selective scheduling. In addition, the com-
putational complexity increases for larger networks and therefore good solutions
for the decoupling of a network and the multiple control entities are required in
this case.

In this work, we investigate static and semi-static FFR schemes and provide
a performance evaluation of such systems. We stick to decentralized approaches
that do not require signaling and compare them with conventional schemes.

2.2.2 Resource Allocation in Mobile Networks

The resource allocation in mobile networks is the process for the coordinated al-
location of transmission resources, i.e. frequency, time and transmit power, to the
users. The challenge is to allocate resources based on different network specifi-
cations and different user characteristics, and meet various and sometimes con-
flicting performance objectives of the overall network.

In 3GPP LTE mobile networks, the minimum transmission unit is a Resource
Element (RE). The number of REs associated with the mobile user, is directly
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proportional to the data rate experienced by the user. Orthogonal Frequency-
Division Multiplexing (OFDM) is the digital modulation scheme that is used to
send the data on multiple carrier frequencies. An RE is defined in time as one
OFDM symbol and in frequency domain as one subcarrier with either 15 kHz
or 24 kHz. Depending on the length of the cyclic prefix, 6 or 7 OFDM symbols
with 12 subcarriers in a row form a Resource Block (RB). The RB is the small-
est resource allocation unit. Adaptive Modulation and Coding (AMC) is done by
RB and selects the right modulation with respect to the current wireless channel
between the base station antenna and the end user.

The assignment of user data on the transmission resources is often made on
the basis of subframes since a too fine-grained allocation per RB is more complex
and requires additional knowledge. A subframe comprises two RBs resulting in
a general scheduling interval of 1 ms.

In order to support multiple users on multiple frequencies, the OFDMA
scheme is used. It is based on OFDM. It divides the transmission resources in
time and allocates RBs or subframes to each user for transmission. OFDMA is the
technology of choice for multi-user access schemes for today’s mobile commu-
nication networks. The IEEE 802.16 Worldwide Interoperability for Microwave
Access (WiMAX) [39] standard uses an OFDMA-based physical layer specified
in the IEEE 802.16 standard [40]. 3GPP LTE [41] uses OFDMA on the downlink.

One advantage of OFDMA is the high flexibility which results from the two-
dimensional structure (time and frequency) of the physical resources. The users
can be dynamically assigned to resources in such a way that high data rates are
possible. To achieve high data rates, wide frequency bands are needed (in LTE up
to 20 MHz and up to 40 MHz in IEEE 802.16m are specified). Wide frequency
bands, however, are not alone sufficient for high data rates. The corresponding
transmission channel undergoes frequency selective fading and receives interfer-
ence from other cells and users, i.e., the instantaneous channel amplitudes of the
individual narrowband subcarriers depend on the time of observation and their
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frequency. Assuming that the majority of users experience fading and interfer-
ence statistically independent from each other, this can be exploited in order to
increase system capacity with scheduling and resource allocation at appropriate
times and frequencies with respect to interference by the resource management.
Technically, this multi-user diversity (MUD) can be realized through channel-
dependent allocation of transmission resources, interference-reducing allocation
of transmission power, and appropriate modulation and coding. The prerequisite
therefore is a good estimate of the transmission channel on the one hand and a
signaling of the channel conditions to the base station and back on the other hand.

2.2.3 Frequency Reuse Schemes

Since resource allocation with respect to interference mitigation is evaluated in
this chapter, we now provide a technical description of frequency reuse tech-
niques for interference mitigation. They belong to the class of decentralized static
or semi-static interference mitigation methods as described in Section 2.2.1.

Frequency reuse strategies address the trade-off between resource utilization
and resulting interference. The principle is to plan and restrict the use of resources
by an appropriate frequency planning strategy throughout the entire network, so
that an overlap in the use of resources, and thus interference, does not occur.

Frequency Reuse 1 and Frequency Reuse 3

If no frequency planning is done at all in the network, the reuse strategy is called
Frequency Reuse 1. In every cell and sector the entire frequency spectrum is used
at any time. In Figure 2.2, both a transmission frame as well as three neighboring
cells of a corresponding Frequency Reuse 1 network are presented. The advan-
tage of this approach is that all resources are always available for all cells. The
disadvantage is that inter-cell interference occurs which may reduce the overall
capacity of the network.
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Figure 2.2: Frequency reuse scheme: Frequency Reuse 1.

In contrast, with Frequency Reuse 3, adjacent cells are assigned disjoint fre-
quency bands, thus preventing interference. The problem here is that only a part
of the resources becomes available for each cell. For Frequency Reuse 3, the
spectrum is divided into three parts. Consequently, only a third of the resources
are available. This case is illustrated in Figure 2.3. Frequency Reuse 3 miti-
gates inter-cell interference quite effectively due to the large distance between
sectors using the same frequency band. However, the resulting higher signal-
to-interference plus noise values are achieved on behalf of a significant loss in
resources.
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Figure 2.3: Frequency reuse scheme: Frequency Reuse 3.

Fractional Frequency Reuse

Fractional Frequency Reuse (FFR) schemes represent a combination of the two
approaches mentioned above and make a partial allocation of transmission re-
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sources. It is assumed that users within the cell center transmit with less trans-
mission power to the antenna and vice versa since they are closer to the antenna.
Due to the low transmit power, consequently, less interference occurs for other
cells. Thus, a full frequency reuse is allowed for the users within the cell center.
In contrast, users at the cell edge send with high transmit power, since they are
far away from the antenna. Moreover, they are also close to the neighboring cell,
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C

B
A,B,C

cell center
(full reuse)

cell edge
(strict resource 

partitioning)

Figure 2.4: Fractional Frequency Reuse with full reuse in the cell center and Fre-
quency Reuse 3 at the cell border.

21



2 Resource Management on Physical Layer: Interference Mitigation

thus causing even more interference to others. For users at the cell edge, a strict
Frequency Reuse 3 is set, so that they do not cause harmful interference despite
the high transmission power and proximity to the neighboring cell. The resulting
spatial allocation is illustrated in Figure 2.4.

The challenge is to define the areas for the Frequency Reuse 3 users at the cell
edge and the Frequency Reuse 1 users inside the cell center in the transmission
frame. Commonly, this is achieved by restricting the allowed power for trans-
mission of particular frequency resources. Further improvement can be achieved
by dynamically adapting the FFR assignments according to the channel quality
measurements (CQI) or the path loss of the users.

The FFR schemes can be classified into Partial Frequency Reuse (PFR) [37,42,
43] and Soft Frequency Reuse (SFR) [37, 44] schemes. They differ in the reser-
vation of the transmission resources within the transmission frame. PFR divides
the transmission resources in four distinct areas. In particular, it provides a sepa-
rate frequency reuse zone for cell center users within the transmission frame. In
Figure 2.5(a), the allocation at the transmission frame is depicted. The frequency
band on left is used of all sectors as shared resources for cell center users. The
other part of the transmission frame is divided into three equal frequency bands
that are assigned to cell edge users.
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(b) Soft Reuse.

Figure 2.5: Frequency arrangement of the FFR schemes.
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In contrast, SFR does not rely on a shared reuse zone. The resources are split
into three sets. Randomization is applied to each set of resources so that the in-
terference is averaged over the resource set. Each sector is associated to a home-
band which is the band that the sector would be assigned to when using Fre-
quency Reuse 3. The remaining two bands are referred to as the side-bands of
the sector. The cell-center users are allowed to use the home-band and the side-
bands, whereas the cell-edge users are restricted to use only the home-band. Thus,
the effective overall frequency reuse factor is still close to one which guarantees
a high spectral efficiency. The restriction for the side-band users is usually im-
plemented by defining transmit power limitations (power mask ) for the certain
frequency band. In this way, users that are located at the cell-edge and require
to send with high power, are only allowed to use the home-band of a sector.
Figure 2.5(b) shows a transmission frame divided in several frequency resource
blocks.

2.3 Related Work

In this section, related work is summarized. First, common resource allocation
approaches are enumerated. The approaches are grouped by the resource alloca-
tion objectives. We review approaches that optimize (1) the transmission power,
(2) the fairness within the network, (3) that satisfy Quality of Service (QoS) re-
quirements of applications, (4) that handle the resource allocation of multiple
antenna systems, and (5) that control the network load with load and admission
control. After this subsection, related work for interference mitigation is summa-
rized.

2.3.1 Resource Allocation Objectives and Approaches

Resource allocation is an essential part of an OFDMA mobile communication
network. It takes advantage of the flexible allocation of resources of the physical
layer and allocates resources in a way that the system capacity is increased and
common problems are tackled. On the one hand, the system capacity is increased

23



2 Resource Management on Physical Layer: Interference Mitigation

by the resource management. On the other hand, however, the approaches may
require complex algorithms and signaling in the network which may again di-
minish system performance. The difficulty to design a good resource allocation
algorithm is always increased by a variety of boundary conditions and objectives
that must be all considered within a holistic resource management for a mobile
network. In the following, we enumerate the most important ones and provide
related work:

Transmission power In downlink direction, the available transmit power of
the base station has to be distributed between all the users according to
their propagation loss and/or traffic demands. In uplink direction, mainly
interference issues must be considered, see next subsection.

Fairness The resource management should consider a kind of fairness for the
users. Otherwise, users at the cell edge or far away from the base station
might get only insufficient throughput.

Quality of Service (QoS) requirements Applications usually have certain
demands on the network (minimum throughput, maximum latency, etc.)
which should be considered by the resource management.

Multiple-antenna systems Current base stations as well as current mobile
phones may make use of several transmit and receive antennas. This rep-
resents an additional degree of freedom for the resource allocation. In fact,
the resource management has to define which data should be sent over
which antenna.

Load and admission control Resource management should define an abso-
lute threshold below which a reliable operation of the network can be guar-
anteed. By contrast, new users should be rejected in case of an operation
above this threshold since the network cannot support them in any mean-
ingful way.

A holistic resource management should address as many points as possible
that are mentioned above. The following section discusses the individual points
and provides related work.
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Transmission Power One of the most fundamental issues tackled by re-
source management is the constraint that only a limited transmission power for
all users is available at the base station. In general, this means that the trans-
mission power has to be distributed between the users at different distances and
different transmission channels to the base station. There are two approaches in
the literature that deal with this problem. With the margin adaptive approach,
the transmission power of the base station is minimized while the data rate re-
quirements of users are met. In contrast, the rate adaptive approach utilizes the
full transmit power and tries to maximize the data rates of the users. In [45], the
margin adaptive approach is defined and the resource allocation is formulated as
an optimization problem to minimize the transmission power to the users. The
premise is that all the data rate requirements of users are fulfilled. In contrast,
in [46], a rate adaptive approach is presented where the data rate is maximized
for a certain transmit power. Consequently, in [46], the overall system capacity is
limited by the transmit power of the base station. To compare the results of the
algorithm with the optimal solution with respect to spectral efficiency, a water-
filling algorithm is used to calculate the optimal solution in the paper. In [47], the
bit error probability at physical layer is additionally taken into account, which
is intended to prevent resource allocations with very high bit error rate. All in
all, the resource management of all work mentioned above is based on solving a
nonlinear optimization problem for a single cell, under the assumption that the
resource management perfectly knows the channel conditions of the users and
does not care about resulting interference. Further on, they all assume saturated
traffic conditions, i.e., it is assumed that all users always want to transmit data at
all times. Thus, these approaches are all rather theoretical work.

Hence, other research focuses on realistic approaches with fewer assumptions
and practical realizations of the resource management problem in order to ensure
the applicability. In [48], a two-step algorithm is proposed to reduce the com-
putational effort. The objective is to maximize the overall data rate for a limited
maximum transmission power. In the first step, the number of sub-carriers are de-
termined that are required for the users according to the average channel quality.
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In the second step, the sub-carriers are then allocated to the users according to
the actual signal quality of the users. In [49], a similar approach is used to mini-
mize the transmit power while maintaining a minimum data rate. A comparison
of these sub-optimal strategies against the results of the nonlinear optimization
approach, as well as a comparison of the required runtimes of the algorithms, is
given in [50].

Fairness In addition to the problem of optimal allocation of transmit power,
another significant aspect in mobile communications is to maintain the fairness
property of the system. In general, users are disadvantaged at the cell edge with
respect to the users in the cell center, as they have worse channel conditions. In
order to also achieve an acceptable data transfer for those users, approaches such
as max-min fairness are proposed, in which the lowest data rate in the cell is
maximized. The disadvantage is that the increase of the minimal data rate is at
the expense of the total capacity. An alternative to max-min fairness is the pro-
portional fairness. Here, the data rate is distributed proportional to the previous
throughput and the channel quality. In [51], the subchannels are allocated to the
users with the best channel-to-noise ratio, while a set of proportional fairness
constraints is imposed to ensure that each user can achieve the required data rate
as requested. Overall, the algorithm is based on the theoretical concept in [47]. It
is shown that the total capacity is maximized when each subchannel is assigned
to a user with the best subchannel gain and when the power is distributed accord-
ing to the water-filling algorithm. However, in this approach a fixed data rate per
user is assumed, which is usually in sharp contrast to the real situation in a mo-
bile network. A similar method is described in [52] and [53]. In [54], in contrast,
also heterogeneous traffic is considered. A Generalized Processor Sharing (GPS)
scheduling is presented that maximizes the throughput for the different flows in
the system taking into account the fairness and the total power constraint. Finally,
in [55] a two-stage frequency-selective scheduling method is proposed. First, the
users are ordered according to a metric such as the relative throughput. The re-
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sources are subsequently assigned to a certain number of users with respect to a
frequency-selective metric that is not necessarily identical to the ordering met-
ric. It is found that the first step, i.e. the selection of the user, is critical to the
characteristics and performance of the scheduler.

Quality of Service Requirements On the one hand, it is useful to main-
tain the fairness in terms of throughput in the network. The reason therefore is
that users with constant poor channel conditions on average should also have the
ability to transfer data. On the other hand, if the user is however considered in
more detail, one can usually recognize that the user’s requirements are more spe-
cific than just a certain average data rate over time. A classic example of this are
voice calls. In voice communication, a static codec is usually used which has a
fixed bit rate. In order to ensure a good voice communication, the network should
guarantee at least this particular bit rate.

All specific application requirements are commonly summarized under the
term Quality of Service (QoS). A network provider tries to establish a certain
QoS for a group of users in such a way that a catalog of network transmission
requirements is defined and enforced within the network. Typical requirements
include minimum required data rate, maximum packet latency, or even average
throughput over a certain time. In the network, these criteria are enforced by re-
source scheduling according to the resource management in order to guarantee
a certain QoS setting for traffic. The difficulty, however, is to schedule the data
with respect to the changing radio channels and other criteria of different users.
In [56], a first step towards a QoS scheduling is done by defining a class-based
scheduling algorithm that prefers users with the largest weighted delay at the
base station. The weight is set according to the QoS delay requirements. Fur-
ther, a token bucket filter is used in conjunction with this scheduling algorithm
to additionally ensure a certain minimum throughput in a 3G mobile network.
In [57], a three-step heuristic is proposed in order to additionally include fair-
ness. First, the number of subcarriers that a user should get within a time instant,
is derived. This is done with respect to three factors: (1) delay, (2) the user’s aver-
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age rate (fairness), and (3) current transmission channel. Afterwards, if there are
still resources available, the rest is shared between the active users according to
their previous waiting time. In the third step, the so-called Head of Line (HoL)-
blocking is considered. The algorithm sorts the active users in a descending order
according to a specific HoL packet time to expire. For the scheduling, it iterates
over the users in that order. The authors assume that perfect channel information
is known at both the transmitter and the receiver. In [58], a scheduler with differ-
ent QoS service classes is presented. The allocation of sub-carriers is done here
by maximizing a utility function that distinguishes between delay-critical video
traffic and best-effort traffic. With the classification into different QoS categories,
in general, groups of users with similar needs are prioritized equally or forward-
ing of different groups is done according to the quality of service definitions. For
instance, video traffic is especially supported in modern mobile communication
systems by special QoS classes. In IEEE 802.16e WiMAX [59], in addition to
a best-effort QoS class for default traffic, an Unsolicited Grant Service (UGS)
and a Real-Time Polling Service (rtPS) is defined. UGS is a constant-bitrate ser-
vice. rtPS in contrast is designed to support real-time service flows that generate
variable size data packets on a periodic basis, such as MPEG video. However,
with the definition of QoS criteria, the complexity of resource management is
considerably increased.

One problem with QoS scheduling in general is that the QoS requirements
must be signaled to the network. In [60], a scheduling according to QoS service
classes is presented. In contrast to [58], however, the trade-off between accurate
scheduling and signaling load is addressed. The QoS requirements are enforced
on much larger time scales. Due to the longer scheduling periods, the theoretical
capacity is not fully utilized, but the signaling load is reduced.

Multiple-Antenna Systems In LTE Release 8 and WiMAX, multi-antenna
techniques are introduced. Several antennas at the base station and at the user
equipment are used simultaneously to send and receive data. By special coding
of the data, the bit error probability is decreased or the data rate is improved. With
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respect to the resource allocation, this availability of several antennas represent
an additional degree of freedom since the data can now be transmitted over sev-
eral geographically separated antennas with different channel conditions. Such
methods usually require a high degree of coordination between multiple transmit
and receive antennas, further good channel knowledge in order to increase the
data rate, but also to gain robustness against interference.

Beamforming is one multi-antenna technique that can also be used for interfer-
ence avoidance [38, 61–63]. With beamforming, the majority of the transmission
power of an array of antennas can be focused in a certain direction. This is the
simplest case of antenna precoding used to exploit transmit diversity by weight-
ing data streams at different antennas. Using the channel state information, the
transmitter encodes the data streams per antenna and sends it to the receiver in
order to maximize the throughput of the receiver. There are different versions of
beamforming: autonomous single-layer beamforming, precoded/codebook-based
multi-layer beamforming.

Interference cancelation [32,36] is another technique to reduce interference in
radio resource management which can make use of several antennas. In the so-
called Joint Detection not only the own signal is evaluated, but also the data of
other mobile users is considered and decoded. With this knowledge about other
users, it is possible to subtract the signal of other users from the received signal,
thus reducing the interference. In order to decode the signal of other users, the
mobile device must know the time delay of each user. This can be achieved with
large computational efforts or by simple signaling. Moreover, for future OFDMA
cellular networks, other techniques are proposed that require an even larger level
of cooperation [63–65]. In contrast to Joint Detection, the Coordinated Multi-
Point (CoMP) transmission technology uses Joint Processing or Joint Transmis-
sion. The transmissions to and from base stations of multiple antennas is co-
ordinated and combined throughout the whole network. CoMP is a centralized
approach where mobile users with poor or even negative signal-to-noise ratio,
e.g. at the cell edge, are allowed to use the full frequency spectrum at the expense
of more signaling and coordination.
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CoMP techniques can be categorized according to the complexity of coordi-
nation and the required communication between the base stations. One approach
is to encode, decode, and process the signal from all spatially separated antennas
of different cells. This approach is known in the literature as Network MIMO.
It promises the highest benefits, but needs a lot of computational cost and re-
quires a high capacity for the control channel between the base stations of the
mobile network [64]. Another possibility is that base stations exchange only a
few information since the connection of base stations has little capacity or high
latency, such as in femtocell scenarios. The information in this approach is not
sufficient for joint processing, but allows a coordinated allocation of resources
over multiple antennas in multiple cells.

Load and Admission Control Relevant works on load and admission con-
trol mainly deal with WiMAX mobile networks. The idea is to reject users if
the network is overcrowded and not able to support them in a meaningful way.
The resource management should define an absolute threshold below which a re-
liable operation of the network can be guaranteed. New users are then rejected
in case the system runs in a state above this threshold. A stationary scenario is
often assumed, so that the effects of user mobility can be neglected. Examples
thereof are [66–68]. The work of [67] deals mainly with the quality of service
architecture of WiMAX. In [68], a stationary scenario is assumed without band-
AMC, which allows for the use of fixed bandwidths. In [69], a measurement-
based admission control algorithm is proposed. The method is based on adaptive
thresholds which refer to the measured frame error rate of the VoIP traffic.

2.3.2 Interference Mitigation Strategies

In addition to the interference mitigation strategies mentioned in the introduction,
there are many types of interference mitigation strategies in literature. In [70], a
distributed scheme is proposed that disables sub-carriers in cells, when the per-
formance loss due to the external interference is larger than the expected increase
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in capacity. However, this approach is based on the assumption that interference
is dependent on the position of the receiver within the network, which is only the
case in very dense network scenarios.

Xiang et al. [37] compare different fractional reuse schemes in OFDMA-based
networks and their parametrization. They study SFR and PFR in the downlink in
comparison to simple Frequency Reuse 1 and Frequency Reuse 3 schemes. They
use a static power allocation on the available frequency band. Nevertheless, simu-
lation is done with a sophisticated simulator which uses a packetized constant bit
rate traffic model. The scheduling follows a channel-aware Round-Robin strat-
egy. The cell edge/cell center users are differentiated by a geometry factor which
is SINR based. Furthermore, they concentrate on Single-Input-Single-Output
(SISO) antenna transmissions with fixed antenna patterns. Doppler et al. [71] also
simulate SFR and PFR in the downlink. They use an SINR-based metric to deter-
mine an order to allocate the users. Critical users are allocated first. A scheduler
is employed which is either a Round-Robin one or it schedules based on an equal
throughput time domain fairness criteria. In contrast to other work, Doppler uses
a Poisson arrival traffic model in a metropolitan Manhattan-like area as simula-
tion scenario. Rahman et al. [72] does a comprehensive investigation of downlink
FFR based on coordination with a utility function and a central controller. The
central controller manages the allocation of mobiles to resources. Furthermore,
they included TCP traffic in their simulation.

Bohge et al. [73] investigate the impact of four different power mask config-
urations which result in Frequency Reuse 1, Frequency Reuse 3, SFR, and PFR.
They compare the downlink performance of a network with a central controller
against a network without a central controller. They prove that there is a signifi-
cant gap in performance between a locally optimal scheduler and the results of a
global scheduler. Further on, in [74], Zhou and Zein simulate a mobile WiMAX
system with OFDMA and PFR. They conclude that coverage and throughput in-
crease compared to Frequency Reuse 1 and Frequency Reuse 3. The work is
based on a simulated WiMAX system, but considers only the downlink, a full
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buffer, and PFR system. Simonsson [75] evaluates reuse schemes in the downlink
and uplink of a 3GPP LTE network using a snapshot simulation with full buffer
model. Frequency Reuse 1, Frequency Reuse 3, PFR, and SFR are considered.
In the downlink a static transmit power is assumed. In the uplink, power control
is employed and compensates for noise and path-loss. Multiple antenna configu-
rations are tested. The best performing configurations for the reuse schemes are
compared. Link quality, spatial distribution, and service bandwidth impact are
discussed. It is concluded that a simple Frequency Reuse 1 performs best of the
studied reuse schemes. It is further noted that dynamic coordination schemes are
required to improve the performance for wideband packet data services.

Within the WINNER, WINNER II, and WINNER+ projects of the Informa-
tion Society Technologies (IST), also several static and dynamic approaches for
interference coordination and management with and without frequency-selective
scheduling are investigated and evaluated [31–34]. In this case, the system archi-
tecture and signaling load is additionally taken into account. Among the static
approaches, a static SFR and PFR is investigated for the downlink by restricting
the transmit power at certain subcarriers throughout the network.

Further, a semi-static variant of FFR for the downlink is investigated in [31]
which makes use of a flexible frequency reuse scheme. Here, the size of the indi-
vidual cell areas is dynamically adjusted to the current load situation. The adap-
tation is based on preset threshold values for the ratio between the received signal
strength of the broadcast channels of their own and with that of the neighboring
cells. The advantages of the static or semi-static concepts are the low complex-
ity and easy implementation. The disadvantage is the lack of flexibility, since
the frequency reuse scheme must already be defined in the planning phase of
the network, and, in comparison to the dynamic method, it achieves lower sys-
tem performance. In general, FFR approaches are simple and easy to deploy. In
fact, they do not rely on signaling. However, if signaling is additionally used,
approaches like inter-cell interference coordination [76] or optimal interference
mitigation solutions with a central controller [72, 73] can be applied.
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In [32], approaches to average or to cancel the inter-cell interference are con-
sidered. The goal for interference averaging is to distribute the interference as
evenly as possible to avoid excessive stress on individual subcarriers. In OFDMA
systems, this can be realized for example by a permutation of the subcarriers. This
however collides with the objectives of frequency selective scheduling.

Interference cancellation, in contrast, tries to exploit the channel response of
the interfering signal to subtract the actual interference from the desired signal.
This requires an accurate estimate of the channel response, and increases the
complexity of the receiver at the mobile device. Finally, in [33], beamforming
techniques are investigated for interference reduction and there are also graph
theoretic approaches like [77, 78]. All the work uses homogeneous user distribu-
tions for simulations.

2.4 System Model for Resource Allocation in
OFDMA Uplink

This section provides a model for the resource allocation process for uplink trans-
mission in cellular OFDMA networks. There is a significant potential to increase
the capacity of the network due to the flexible OFDMA resource allocation. The
model provides the fundamental basis for a simulative analysis of resource man-
agement strategies.

We consider a network with a set M of M users connected to a set S of S
sectors.Mx denotes the set of users connected to sector x and xi is the sector
user i is connected to. For each cell, we define different frequency bands for the
possible use of FFR. We distinguish between PFR and SFR such that in case of
PFR, there is a shared frequency band in time that is shared between all cells.
This definition is consistent with the description in Section 2.2.3. A frequency
partition pattern consisting of four digits w:x:y:z with w, x, y, z ∈ {0, 1} is de-
fined that specifies in the first digit w, if a shared frequency band exists. In the
case of SFR no shared frequency band is required, which is indicated by w = 0
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in the pattern. Further, we denote a distinct frequency band for each cell as home-
band. The other frequency bands are called side-bands representing in fact home-
bands of other cells. In PFR, the side-bands are strictly allocated to other cells.
In SFR, users that do not generate considerable interference, i.e. likely users that
are located in the cell center, are allowed to use these bands. For example, using
frequency partition pattern 0:1:1:1, we have three frequency bands per sector and
denote the home-band as A and the side-bands as B and C. The power factor
p̂x,b defines the fraction of the maximum mobile transmit power Pmax which
is allowed for transmissions in frequency band b ∈ Z, Z = {A,B,C}, i.e.,
the maximum transmit power is Pmaxx,b = Pmax · p̂x,b. In the following, we as-
sume that the power factor is equal for all sectors and the maximum power Pmaxx

depends on the frequency band only, i.e. Pmaxb = Pmaxx,b ∀x ∈ S.

2.4.1 Allocation of Transmission Power, Modulation
and Coding

Let us now consider a user i ∈ Mx that has to transmit V bits of data. Fur-
ther, let Ix,b be the average interference for frequency band b at sector x and
Li,x be the average propagation gain from i to x. If user i uses Modulation and
Coding Scheme (MCS) k, it occupies Rk(V ) resource elements (REs) and re-
quires an SINR γ∗k for transmission. The power P sck,b(V ) that a user can spend
per subcarrier depends first, on the power factor specified by the interference
mitigation scheme and second, on the maximum number Ck(V ) of parallel sub-
carriers that the Rk(V ) REs occupy. Consequently, the power per subcarrier is
P sck,b(V ) = Pmaxb /Ck(V ). We consider open loop power control as specified
in [79]. The power control adjusts the transmit power to the MCS specific SINR
target γ∗k such that the required power per subcarrier for MCS k is

P ∗k (I, L) =
γ∗k · (N0 + I)

L
, (2.1)
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where N0 is the noise power. Consequently, on frequency band b ∈ Z, a user i
may use all MCSs that require less than the maximum power, i.e.

Kb,i = {k|P ∗k (Ixi,b, Li,xi) ≤ P
max
b } (2.2)

is the set of available MCSs. If the standard adaptive modulation and coding
(AMC) strategy is used that chooses the most resource-efficient MCS, then the
MCS ki,b, selected for user i when allocated to frequency band b, is

ki,b = arg min
k∈Kb,i

{Rk(V )}. (2.3)

The required transmit power on frequency band b is

Pi,b = P ∗ki,b(Ixi,b, Li,xi) , (2.4)

and the number of required REs is Ri,b = Rki,b(V ).

2.4.2 User Allocation Metric

After modeling of power control and modulation, the next step is to allocate the
users to the transmission frame. Whether they generate interference to other sec-
tors or not depends on their placement in the frame. The resource allocation strat-
egy is executed at each sector independently.

For each sector x ∈ S, the users are considered according to a resource al-
location ordering metric O. It allows to decide which users to put into the cell-
specific home-band. The basic principle is to preferably allocate critical users to
the home-band. In order to do this, the users within a sector are made compara-
ble by defining the metric O(u) that estimates the criticalness of a user u. The
criticalness may depend on the generated interference or on other factors. Vari-
ous possible metrics are defined and evaluated later on. Higher values of O(u)

indicate lower criticalness.
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Figure 2.6 shows how the user allocation order affects the placement within
the transmission frame. In this depicted example, User 4 is considered as the final
user according to the allocation metric. Thus, and due to the resource demands
of the other users (see transmission frame example in Figure 2.6), he needs to
be placed on a foreign side-band of another sector when using FFR. In the case
of Frequency Reuse 3, the user is even blocked, since there are no more free
resource available.

We now define different user allocation metrics. The first method
ORandom(u) = U(0, 1) is called RandomOrder. Here, the users are assigned
to the transmission frame in random order according to a uniform value U(0, 1)

between 0 and 1.
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The second allocation order is called PropGain which uses the propagation
gain Lu,x̄ of a mobile u to its assigned sector x̄ as allocation metric

OPropGain(u) = Lu,x̄ . (2.5)

The mobile with the highest propagation loss, i.e. lowest propagation gain, far
from the base station, is scheduled first since it requires more resources than
a mobile next to the base station. Furthermore, the mobile is also expected to
generate a high interference due to the large distance to the base station, which
additionally supports the early assignment of such a mobile to the transmission
frame.

In addition to PropGain allocation order, PropGainRatio additionally consid-
ers the propagation gain to other sectors x 6= x̄, x ∈ S. The propagation gain
Lu,x̄ of a mobile u belonging to sector x̄ divided by the propagation gain to all
other sectors

∑
x,x 6=x̄ Ln,x is derived for all frequency bands b ∈ Z. The largest

ratio of all frequency bands

OPropGainRatio(u) = max
b∈Z

 ∑
xb,xb 6=x̄

Lu,x̄
Lu,xb

 (2.6)

defines the priority of a mobile.

It is also possible to consider the generated interference of users to other sec-
tors for the allocation order metric. IntfSum is defined as the maximum of all
frequency bands of the following term. The average required transmit power to
other sectors E[P ∗u,b] that transmit at frequency band b for user u is weighted by
the propagation gain Lu,xb to these sectors. This transmit power is used as an
indicator for the generated interference,

OIntfSum(u) = max
b∈Z

 ∑
xb,xb 6=x̄

1/E[P ∗u,b]

Lu,xb

 . (2.7)
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2.4.3 Limitation Strategy for Frequency Bands

The Limitation Strategy defines the resource limitations for particular resources
within the sector. Due to this, a resource partitioning such as Frequency Reuse 1,
Frequency Reuse 3, or FFR can be implemented by restricting a certain frequency
band.

A Limitation Strategy Q(u, k, b) is defined to restrict the users that are be-
ing allocated to the frequency band b. During allocation, the user u with MCS
k is checked whether the allocation to this frequency band is allowed or not. If
Q(u, k, b) returns 0, the user may use the given resources with transmit power
resulting from given MCS. If Q(u, k, b) returns 1, the user is limited and the re-
source allocation algorithm may not allocate him to the given frequency band. To
do so, especially the number of users allocated to the side-bands can be restricted
to ensure a good network performance. Implicitly, this also defines the area for
the full reuse of frequencies, cf. Figure 2.7. When using the distance to the base
station as a metric, the so-called cell center can be determined. However, the dis-
tance is often difficult to measure, therefore metrics such as the propagation gain
or the signal strength are more common. In the following we define some metrics
that are evaluated later on.

If there is no limitation at all for each frequency band b, the strategy is called
QUnlimited = 0.

Furthermore, if hx̄ ∈ Z corresponds to the home-band of sector x̄, where user
u is assigned to, and the following applies

Qzero(u, k, b) =

{
0, if b = hx̄

1, else

only the home-band can be used which corresponds to a Frequency Reuse 3 in
case of SFR.

To restrict the users in the side-bands, two metrics are evaluated in this the-
sis. First, QAggregatePower allows a group of users to transmit at the side-
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bands if their aggregated transmit power is lower than a threshold T . Second,
QPowerLimitation works the other way round and individually limits the power
of side-band users which results in a low generated interference of these users.
This is equal to the power profile proposed for the downlink in [37].

2.4.4 User Selection Metric in Case of Outage

After allocation metric and limitation strategy, outage selection B(u) assigns a
probability to each user u that the user is blocked if the resources are not sufficient
for the allocation of all mobiles. The idea is not to block the user who does not
get resources anymore, but specifically select a user according to this probability,
so that the network performance can be improved. If not all users are assigned to
resources, a user is selected and blocked according to this metric. The complete
resource allocation is then repeated without this user until all remaining users can
be assigned to the transmission frame.
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LetMx be the set of users assigned to sector x. BRandom(u) = 1
|Mx| , ∀u ∈

Mx, ensures fairness. The users are all blocked with the same probability.
BOutageMin blocks the user u with the lowest propagation gain Lu,x̄. It is

defined as

BOutageMin =

{
1, if u = arg minv∈Mx(Lv,x̄)

0, else
.

Finally,BWeightedRandom provides a mixture of both which achieves a trade-
off between fairness and performance. The users are weighted according to
weightening factor α. The weightening factor can be set so that it can be decided
between random outage and outage minimization.

For α = 0 the user is selected randomly. For α = inf the user with the lowest
propagation gain is selected:

BWeightedRandom(u) =
(1/Ln,x̄)α∑

v∈Mx
(1/Lv,x̄)α

.

2.4.5 Interference-Efficient Allocation on the
Side-Bands

Adaptive Modulation and Coding (AMC) typically minimizes the number of re-
sources required for transmitting a certain amount of data. This is achieved by
using all available power in order to use the most resource-efficient MCS. A low-
order MCS, in contrast, is more robust, requires a lower SINR, and according to
Eq. 2.1, a lower transmit power per symbol. The disadvantage is that it requires
more resources. In the following, we exemplarily investigate the total power of
a data transmission, i.e. not the power per symbol but the power to transmit the
entire data volume, depending on the used MCS.

To transmit V bits with MCS k, Rk(V ) REs are required. Further on,
P ∗k (I, L) denotes the required transmit power per subcarrier and OFDMA sym-
bol. With NRE as the total number of symbols per RE, the cumulative transmit
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power of a mobile in a frame is

P cumulk = P ∗k (I, L) ·Rk(V ) ·NRE . (2.8)

The power P cumulk is proportional to the interference the mobile generates in
neighboring sectors. Figure 2.8 shows P cumulk as a function of the used MCS.
Interference from other mobiles is not assumed, i.e. Ixi = 0, and the propaga-
tion gain L is set to−100 dB. Obviously, the cumulative transmit power is by far
higher if higher-order MCSs are used. Additionally, the difference between two
consecutive MCSs is increasing. This becomes clear when considering that the
Shannon capacity for wireless transmissions in general increases with the loga-
rithm of the SINR [80]. In contrast, the cumulative transmit power increases only
linear with the number of resources.

For the same data volume, consequently, the cumulative power required to
send the data is considerably lower for a low-order MCS compared to a high-
order MCS. This fact makes it favorable to select lower MCSs if possible. As a
consequence, all available REs within a transmission frame should be utilized by
assigning low-order MCSs instead of transmitting on a few REs with high-order
MCS.

Application of the Findings in Resource Management

A trade-off exists between using a low-order MCS which is power-efficient and
thus, also inter-cell interference reducing, and a high-order MCS which allows to
support a large number of users, i.e., a high-order MCS is resource-efficient.

With the MCS optimization that we propose in this subsection, the resource
allocation is able to optimize the frame according to both objectives. As usual,
the first objective is a resource-efficient allocation. Power control determines the
power required for a transmission at MCS k and propagation gain L. MCS k is
chosen by the AMC function. Thus, the primary goal of AMC and power control
is the minimization of resources. This method works well for systems that are
rather resource than interference-limited. This applies for a Frequency Reuse 3
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Figure 2.8: Relation of cumulative transmit power and MCS for a fixed data vol-
ume.

scheme in the home-band of an SFR, for instance. The allocation strategy for the
home-band is to serve as many users as possible as the number of users is limited
by the available resources only. Additionally, the inter-cell interference is not too
critical since in the neighboring sector, this frequency band is used as side-band
and serves users with probably high propagation gain.

With a Frequency Reuse 1 scheme or in the side-bands when using SFR, the
situation is different. All resources can be used with the consequence that inter-
cell interference occurs. The system may become interference-limited depending
on the number of users. In such a case, reducing the MCS results in a more power-
efficient transmission and, hence, decreases the total inter-cell interference. As
mentioned above, the effect of a power-efficient resource allocation is in particu-
lar meaningful if there are available resources in some sectors while neighboring
sectors are crowded. This happens with heterogeneous user distributions, due to
under-utilized cells, or inefficiently scheduled frames. Especially in the uplink,
where the typical traffic consists of acknowledgments and HTTP requests, the
case that not all resources are utilized is rather frequent. If not all resources are
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used, it is better to choose a low-order MCS to spread the users over all available
resources. With such an allocation, the transmit powers of the users become lower
and consequently, the inter-cell interference is reduced and the overall throughput
of the network is increased. This principle is illustrated in Figure 2.9.

The side-bands of an SFR are interference-critical since the users allocated to
the side-bands produce interference to the home-band of the neighboring sectors.
The maximum allowed power of the side-band is commonly configured with the
objective to maximize the system capacity when all cells are fully loaded. If some
cells experience a lower load, they will not entirely utilize the resources available
on the side-band and there is room for selecting low-order MCSs. This decreases
the interference in the home-bands of the neighboring sectors such that more
users can be allocated to these home-bands.

Power limit

Frequency resource

Power

*
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* *
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*
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*******

Power limit
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Figure 2.9: MCS optimization concept in the uplink.

Definition of the MCS Optimization

We introduce in the following an algorithm to change a resource-efficient re-
source allocation to a power-efficient resource allocation. The general idea is to
consider all side-bands separately and to start with a resource-efficient resource

43



2 Resource Management on Physical Layer: Interference Mitigation

allocation according to the standard AMC as described in Section 2.4.1. After-
wards, all users in the side-band are considered iteratively and the next MCS with
low-order is chosen if possible, i.e. if free resources are available. Three metrics,
i) Highest MCS First, ii) Highest Cumulative Power First, and iii) Highest Inter-
Cell Interference First, are considered.

The MCS optimization is defined as follows:

Let Rb be the number of resources occupied in frequency band b ∈ Z and
Rmaxb be the number of available resources. Then, we define the next lower MCS
knextu of user u as

knextu = max
{
k|Rk(V ) > Rku,b(V )

}
. (2.9)

The function

r(u) =

{
0 if Rb −Rku,b(V ) +Rknext

u
(V ) ≤ Rmaxb

1 else
(2.10)

determines the possibility to allocate user u to the MCS with next lower order.
The corresponding algorithm is outlined in Algorithm 1.

Algorithm 1 MCS optimization algorithm
Q =Mx,b

whileQ 6= ∅ do
Choose user u according to metric defined below
if r(u) = 1 then
Rb = Rb −Rku,b(V ) +Rknext

u
(V )

ku,b = knextu

else
Q ← Q \ u

end if
end while
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The following metrics are defined to choose the next user to consider for MCS
optimization:

i) Reduce Maximum MCS First
The idea is to choose the user with highest MCS first. If the MCS is
equal for two users, the metric O(u) is used. Reduce Maximum MCS
First yields the highest gain per symbol. The next user u is selected by

l = max
v∈Mx

kv,b , (2.11)

u = arg min
{v∈Mx,b|kv,b=l}

O(v) . (2.12)

ii) Reduce Maximum Power First
The idea is to choose the user with maximum cumulative power first.

u = arg max
v∈Mx,b

P ∗kv,b
(Ixv,b, Lv,xv ) ·Rkv,b(V ) ·NRU . (2.13)

iii) Reduce Maximum Interference First
The idea is to reduce the MCS of the user that leads to the highest re-
duction in inter-cell interference per additional resource. The difference in
inter-cell interference is defined as

T (j) =
Iocj,kj,b,b − I

oc
j,knext

j ,b

Rkj,b(V )−Rknext
j

(V )
(2.14)

with
Iocj,kj,b,b = P ∗kj,b(Ixj ,b, Lj,xj )

∑
y∈S\x

1

Lj,y
(2.15)

The next user is the one with maximum T (j).
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2.5 Simulation Methodology

In this section, the simulation is described. It discusses the simulation methodol-
ogy and presents the evaluation scenario.

2.5.1 System-Level Simulation Technique

The system level simulations of the OFDMA uplink are carried out using a time-
invariant Monte Carlo simulator [81]. It is based on fundamentals described
in the evaluation methodology document for mobile communications of the
IEEE 802.16m standard [82]. The uplink resource allocation of one transmission
frame is simulated with a fixed traffic demand of all users. This means that each
user is constantly trying to send v bits and the simulation calculates a possible
solution according to the power and resource allocation algorithms.

The cell simulation case is based on a 5x5 deployment with hexagonal 3-sector
sites. In order to avoid bounding effects and thus, an overestimation of the system
performance, wrap around is applied which ensures that all cells experience the
same interference characteristics. The simulator is able to process non-MIMO an-
tenna configurations including different downtilts, diverse antenna patterns, and
different constant traffic volumes per user. In all simulations, error free feedback
from the user to the base station is assumed. Shadowing is included according to
the urban macrocell path loss model [82].

The Monte Carlo simulation technique is used which means an iterative
stochastic simulation over one uplink frame is evaluated. It works as follows.
Each cell serves a constant number of users which are distributed according to
a spatial random process. The users try to transmit a fixed number of bits while
the power control tries to compensate interference by increasing power and in-
structing the adequate modulation and coding scheme. Afterwards, the users are
scheduled and assigned to uplink slots according to the different algorithms. The
interference of all users is calculated per sector which is the basis for the next
iteration. The steps are now repeated as long as the interference level does not
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Figure 2.10: Simplified illustration of the simulation process.

converge from iteration n to iteration n+ 1. If the interference level stabilizes at
iteration m > n, the simulation process is stopped. A simplified illustration of
the simulation process is given in Figure 2.10. The final state of the simulation
provides a scenario with fixed transmit powers and fixed interference and noise.

2.5.2 Antenna Patterns

The simulator is able to process different antenna patterns. The performance of a
mobile communication network is dependent on the antenna configuration. The
configuration has the purpose to, on the one hand, support all users in the cell,
which means it should provide sufficient cell coverage. However, on the other
hand, it also has to avoid a cell overlap and in turn, provide good cell isolation to
avoid inter-cell interference.

There are two different mechanisms available. Either the antenna can be tilted
mechanically or the antenna tilt can be achieved by electrically changing the
phases of antennas which are closely together in an antenna array. The first
method is called mechanical downtilt. The second method is called electrical
downtilt. The electrical downtilt is more complex but also more easy to adapt.
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We further distinguish in the following between the gain on the vertical plane
due to downtilt and uptilt, and the gain on the horizontal plane defined by the user
location within the sector. First, we describe the pattern on the vertical plane to
the user.

In [83], a vertical electrical downtilt antenna radiation model is given. It is
verified with measured data of real networks. The vertical deviation from antenna
boresight is calculated as illustrated in Figure 2.11. Angle β is calculated as the
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Figure 2.11: Illustration of the downtilt angle.

difference between the downtilt angle and the vertical angle of the direct line
between the mobile and the sector antenna. Angle θtilt describes the vertical tilt
of the base station antenna while θ3dB defines the angle between an attenuation of
3dB when deviating from the tilt direction into both directions. For this model, the
vertical antenna gain is independent of a horizontal angle α between the mobile
and the base station. This may have an impact on the performance of a system as
users in the center of a neighboring sector may become interference critical. The
vertical electrical downtilt pattern is given by

Gel.(β) = −min

[
12 ·

(
β − θtilt
θ3dB

)2

, φSLL

]
, (2.16)
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where φSLL = 20 dB is the side lope level, relative to the maximal gain of
the main beam. Figure 2.12 shows the attenuation of the electrical downtilt as a
function of the mobile’s distance from the base station. In this figure, the base
station antenna height hb is assumed to be 30 m. The height of the user antenna
hm is assumed to be 1.5 m. The three curves each represent a different angle θtilt.
The value of θ3dB is 6.2 ◦.
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Figure 2.12: Vertical electrical antenna pattern under different downtilts.

The mechanical downtilt in contrast considers the effect of mechanically tilting
the base station antenna by an angle θtilt. The vertical attenuation depends on the
angle α between horizontal antenna direction and user direction. It is given by

Gme.(α, β) = −min

[
12 ·

(
β − θtilt · cosα

θ3dB

)2

, φSLL

]
. (2.17)

Additionally to the vertical downtilt, an antenna has also got a horizontal radi-
ation pattern. The directivity in the horizontal plane (azimuth) for the antenna
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model is proposed by many system evaluation documents to simulate a realistic
scenario [82, 84]. In [83, 84] the following model is recommended:

Ghoriz.(α) = −min

[
12 ·

(
α

α3dB

)2

, φFRB

]
, (2.18)

where the angle in which a user will experience an attenuation of 3 dB is defined
as α3dB . Furthermore, φFRB = 20 dB is the front back ratio of the antenna. Fig-
ure 2.13 shows the attenuation of a signal in dB as a function of the horizontal an-
gle between the base station antenna and the mobile as defined in Equation 2.18.
The value of α3dB is 70 ◦. This results in a gain of−3 dB at an angle α of±35◦.
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Figure 2.13: Horizontal antenna pattern.

2.5.3 Simulation Parameters

Table 2.1 shows the central modeling parameters and assumptions which have
been used in the simulation studies. The physical OFDMA access scheme is de-
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signed for frequency bands below 11 GHz. For the simulations, frequencies in
the 3.5 GHz band are chosen. We consider an OFDMA system with fast Fourier
transform (FFT) size of 512 subcarriers. After eliminating the guard subcarri-
ers, we effectively use 432 data subcarriers. The simulation also supports various
spatial user distributions by random point processes such as the Matérn cluster
process [85] or a Poisson process [86].

2.5.4 Scenario Description

For the system evaluation, several parameters are used which are enumerated in
the following subsection. Mainly, the results are generated with 1 to 26 users
per sector. Each user transmits 1024 bits per frame. If not specified otherwise,
the optimal vertical downtilt of the base station antenna was determined prior the
evaluations. In most simulations, it is set to 11◦. The downtilt is highly dependent
on the cell size. If not properly configured, the cell is either not fully covered or
the base station causes interference to other sectors.

2.5.5 Performance Metric

To evaluate the performance of the network at different algorithms and reuse
schemes, a performance measure is necessary. In this work, we consider the total
outage percentage as performance measure, i.e., the relative number of users in
a cell whose transmission is being blocked. Since we simulate a fixed amount of
v bits for each user, it also corresponds to the actual possible throughput of the
sector due to the particular interference situation depending on the user current
locations with this traffic demand.

Every plotted curve of the results shows the mean value of at least 30 samples.
Additionally, the 95 % confidence intervals are drawn to ensure the reliability of
the stochastic results.
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Table 2.1: Simulation parameters
Cellular layout 25 hexagonal, trisectorized cells
Site-to-site distance 0.5 km
BS/UE antenna height 30 m, 1.5 m
Carrier frequency, bandwidth 3.5 GHz, 5 MHz
FFT size, # subchannels 512, 24
Frame length 5 ms
OFDMA symbols per frame 48

Additional optional symbolSubchannel mode
structure for PUSC [59]

QPSK-1/3, QPSK-1/2, QPSK-2/3,
Modulation and QPSK-3/4, 16-QAM-1/2, 16-QAM-2/3,
coding schemes 16-QAM-3/4, 16-QAM-5/6, 64-QAM-2/3,

64-QAM-3/4, 64-QAM-5/6
Antenna configuration Single-Input-Single-Output

Antenna horizontal pattern G(α) = −min
[
12 · ( α

α3dB
)2, φFRB

]
,

(unless otherwise specified)
α3dB = 70◦, φFRB = 20 dB

Antenna vertical pattern G(β) = −min
[
12 · (β−θtilt

θ3dB
)2, φSLL

]
,

(unless otherwise specified)
θ3dB = 11◦, φSLL = 20 dB

BS/UE antenna gain 14 dBi/0 dBi
UE thermal noise density -174 dBm/Hz

Urban Macrocell [82], PL[dB] =Path loss model
35.2 + 35 log10(d) + 26 log10(f/2)

UE maximal power 200 mW
Channel State Information
(CSI)

Perfect CSI
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2.6 Performance Evaluation of Resource
Allocation Strategies in the OFDMA Uplink

We now provide a performance evaluation of resource allocation strategies in the
uplink of an OFDMA network. The performance evaluation is divided into six
subsections and covers three different research directions in the area of resource
management.

The first three subsections address the research about user and resource coor-
dination. We show results on user allocation strategies (Section 2.6.1) and user
blocking strategies (Section 2.6.2, outage selection). For these evaluations, we
restrict ourselves to full frequency reuse (Frequency Reuse 1 ) and Frequency
Reuse 3. On this basis, the performance of SFR is investigated afterwards for
the uplink of a mobile communication network (Section 2.6.4). Subsequently,
the influence of the antenna configuration is examined for all investigated ap-
proaches (Section 2.6.3 and 2.6.5). This also represents the second research direc-
tion. Thereafter, research related to resource management according to different
traffic characteristics is conducted and the performance of the resource allocation
for non-saturated uplink traffic conditions is evaluated (Section 2.6.6).

2.6.1 Impact of User Allocation Metric on Network
Performance

In the following, we consider the influences of the ordering metrics for resource
allocation on the outage of a cell. Figure 2.14(a) shows the results for the four
strategies that are proposed in Section 2.4.2. The figure shows on the y-axis the
relative number of users that experiences outage. The x-axis refers to the mean
number of users per sector. In this case, full frequency reuse is used in all 25
cells.

Starting from approximately 16 users on average, outage occurs in this sce-
nario and users are blocked. The system is in overload and either the interference
prevents the transmission of some users or the resources in the cell are no longer
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sufficient for this number of users. Since this is the Frequency Reuse 1 case and
all resources are available, the interference is the limiting factor up to 23 users.

For the area where users are blocked, Figure 2.14(a) further shows that the
situation can be improved by the use of an ordering metric. The random metric,
which selects an arbitrary user for allocation, performs worst. In contrast, the met-
ric that considers the interference to other sectors (IntfSum) is significantly better
than all other metrics. With this metric, users that cause a lot of interference are
set to opposite areas in the transmission frame with respect to neighboring cells.
Accordingly, the allocation should be done with regard to expected interference
so that quality degradations to other sectors are avoided, if possible. In contrast,
if only the propagation gain is taken into account, as with the PropGain or Prop-
GainRatio metric, there is no significant increase in performance. In both of these
strategies, some users are assigned to parts in the transmission frame on which
other users would generate less inter-cell interference.
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Figure 2.14: Investigation of Frequency Reuse 1 at different user allocation order
metrics and outage strategies.
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2.6.2 Impact of Outage Strategy on Network
Performance

In Figure 2.14(b), the impact of the outage selection strategies defined in Sec-
tion 2.4.4 is shown. The axes are kept to outage percentage on the y-axis and
average users per sector on the x-axis. The allocation metric is set to IntfSum
due to the previous results. The strategy OutageMin that blocks the user with the
lowest propagation gain gives the best results since, here, the cell size decreases
for higher loads resulting in less interference. This is because the users at the
edge, which generate the highest interference, are preferably blocked. At an out-
age of 5 %, this strategy supports on average one additional user per cell sector
or 3 users more per cell compared to the random strategy.

From the user point of view, this strategy is however unfair in the sense that
more users are blocked at the cell edge. A compromise represents the weighted
outage strategy WeightedRandom. With it, the provider can choose whether he
wants to block the users randomly or at the expense of fairness. In Figure 2.14(b),
this strategy lies exactly between the other two strategies as expected. The fairest
strategy is the random blocking. This is also the most common one in today’s
networks, as the providers usually does not want to prefer a certain group of
users.

2.6.3 Impact of Different Downtilt Configurations

In this subsection, we study the impact of different antenna configuration on the
network performance. The aim is to quantify the effects of the different configu-
rations.

To motivate the investigation of different antenna settings, Figure 2.15 shows
the spatial distribution of the inter-cell interference level for the IntfSum user
ordering metric for the home-band. The electrical downtilt is depicted with
θ3dB = 6.2 ◦in the left sub-figure. The right sub-figure shows the interference dis-
tribution at mechanical downtilt with θ3dB = 6.2 ◦. The positions in dark color,
which are marked with an arrow, have low values of interference whereas the dark
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areas at the border indicate high interference. Therefore, the areas at the border
show interference critical positions in a sector. When comparing the two figures,
it can be seen that the sector inter-cell interference is changing significantly with
the downtilt type.
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Figure 2.15: Spatial distribution of the interference level under electrical and me-
chanical downtilt.

In Figure 2.16 different reuse schemes for electrical and mechanical downtilt
with θ3dB at either 6.2 ◦ or 15 ◦ are evaluated. Overall, we can deduce that for the
cell size of 0.5 km in our scenario, a downtilt of 6.2 ◦ outperforms the downtilt
of 15 ◦. This result depends on the cell size and on the frequency reuse scheme.
For Frequency Reuse 1, where interference is generated, the outage of the users
increases with a larger vertical opening angle of the antenna, i.e. higher values
of θ3dB . The outage of the Frequency Reuse 1 intersects Frequency Reuse 3 at
an average load of 16 users for electrical downtilt with θ3dB = 6.2 ◦. Thus, a
Frequency Reuse 3 should be used in such a case with a large number of users.
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Figure 2.16: Frequency reuse schemes under different downtilt configurations.

At lower load in the sector and up to 16 users, a Frequency Reuse 1 performs
better, which accepts nearly all users for transmission. For θ3dB = 15 ◦, the point
of intersection for electrical downtilt is at an average load of 14 users. The users
experience outage more earlier since the inter-cell interference is higher for this
configuration. For mechanical downtilt, Frequency Reuse 1 always performs bet-
ter than Frequency Reuse 3.
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Overall, the comparison of Frequency Reuse 1 and Frequency Reuse 3 shows
that Frequency Reuse 1 works better especially at a lower number of users in the
system. The main reason is that sufficient resources are available and the interfer-
ence does not significantly affect the performance. However, when the load in-
creases and more users are in the system, the interference exceeds a critical point,
and the interference becomes the limiting factor. In such a case, a Frequency
Reuse 3 works substantially better, see electrical downtilt. This trade-off also in-
dicates that there is potential for further sophisticated frequency reuse strategies
which both provide resources, as well as limit the inter-cell interference.

2.6.4 Network Performance with Soft Frequency Reuse

In this subsection, the SFR scheme is finally examined and compared to the previ-
ous approaches. SFR addresses the aforementioned problems and provides more
resources as well as a limitation for inter-cell interference.

Figure 2.17 shows the impact of the SFR scheme onto the outage probabil-
ity of the cell. The outage strategy OutageMin is used for this investigation. For
reference, Frequency Reuse 1 is included with both OutageMin and Random
outage strategy. Two different versions of SFR are investigated. First, the limi-
tation strategy PowerLimitation is applied. This means that the power limitation
is done according to a value defined per user. In this investigation, this factor is
set to -10 dB for each user. Second, the limitation strategy AggregatePower is
used to restrict the transmit power for a group of users. The upper limit for the
cumulated transmit power for all users in the side-bands is set to -6 dBW.

Both versions of SFR allow more users on average per cell compared to Fre-
quency Reuse 1 or Frequency Reuse 3. At an outage of 5 %, SFR with Aggre-
gatePower strategy performs at about 16 %, or 4 users per sector on average, bet-
ter than Frequency Reuse 1 or Frequency Reuse 3. The performance gain comes
mainly through the coordination of the users. Users with less transmit power are
allowed to use the side-bands and thus, the sector is able to serve more users
than in the Frequency Reuse 3 case. Furthermore, the interference situation is
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Figure 2.17: SFR with two different limitation strategies in comparison with Fre-
quency Reuse 1 and Frequency Reuse 3 frequency scheme.

improved, as the users with potentially high inter-cell interference are placed at
the cell’s own home-band.

For the results in Figure 2.17, the ordering metric IntfSum is used. Comparing
the results of various other ordering metrics, similar result as in Section 2.6.1
are obtained, respectively. An ordering metric is also critical in this case since it
specifies a sequence after that the users are assigned to the transmission resources.

Another important performance parameter for SFR is the selection of the type
of limitation strategy. Besides SFR with PowerLimitation strategy which limits
individually the power of a mobile, the AggregatePower limitation strategy is
evaluated. The SFR with this limitation strategy also performs better than Fre-
quency Reuse 3 but worse than SFR with PowerLimitation strategy. This is due
to the fact that a limitation according to the aggregated transmit power of a group,
allows a single user to use a significantly high transmit power, resulting in much
interference. In contrast, a consideration of the individual user as with Power-
Limitation strategy, prevents this by restricting the highest value for transmission
power per user.
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The input parameters of the SFR strategies are further investigated in the fol-
lowing. PowerLimitation restricts the maximum power of a user if the user wants
to send on a side-band. Consequently, the users which require few power and
thus, are located next to the antenna are candidates for this zone in the SFR sce-
nario. A parameter study is performed in the following to determine the optimal
value. If the parameter is set too low, no user is able to transmit on the side-
bands. Thus, the scenario degenerates to a Frequency Reuse 3 scenario. If the
parameter is set too high, every user can transmit and thus, can generate inter-cell
interference. Hence, the scenario degenerates to a Frequency Reuse 1 scenario.
Simulations are done for 25 users per sector to determine the optimal Power-
Limitation parameter. The results are shown in Figure 2.18(a). The x-axis shows
the values of the parameter. The y-axis displays the outage with this parameter.
The minimum is at -14 dB which results in an optimal PowerLimitation parame-
ter. The factor should be adapted along with the increasing number of users (cf.
Figure 2.22(a) and Figure 2.23(a)). With more users, the power limit has to be
decreased to keep the interference low. For the AggregatePower limitation strat-
egy, a similar study is presented in Figure 2.18(b). The tuning parameter for SFR
AggregatePower is the maximum aggregated transmit power per OFDMA sym-
bol. The optimal threshold was determined to -6 dBW for this cell configuration.
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Figure 2.18: SFR limitation parameter optimization.
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2.6.5 Impact of Different Antenna Configurations on
Soft Frequency Reuse

After the presentation of the results on SFR, there is the question of the influence
of various antenna configurations on SFR. This is especially true with regard to
the results in Section 2.6.3 for Frequency Reuse 1 and Frequency Reuse 3.

The results for SFR are depicted in Figure 2.19. The same way as in the sub-
section before, we distinguish between SFR with power limitation per mobile
(PowerLimitation) and aggregated power limitation (AggregatePower). Compar-
ing the different sub-figures, it can be observed that the performance of SFR de-
pends on the antenna settings. Although the situation is improved with SFR at all
investigated antenna settings, there are significant differences in the performance
when the configuration of the antenna is changed.

With electrical downtilt and an opening angle with θ3dB = 6.2 ◦, an additional
gain of about 3 users per sector on average is achieved by SFR AggregatePower.
This corresponds to a gain of 15 % in terms of allocated users at 1 % outage. For
mechanical downtilt, the gain at θ3dB = 6.2 ◦ is lower. In this case, about 2 more
users on average can be supported. If a larger, and according to the results of
Section 2.6.3, a worse opening angle is chosen, the performance of SFR also de-
teriorates. These results are consistent with the results for Frequency Reuse 1 and
Frequency Reuse 3 in Section 2.6.3. The reason for the performance degradation
of SFR is the larger opening angle that allows for more inter-cell interference.
These results underline the fact that it is essential to choose a suitable downtilt
configuration for SFR in current systems.

To evaluate the impact of the downtilt on SFR in detail, several downtilt angles
are compared under varying transmit power limitation factors. The average num-
ber of users per sector is 24. Figure 2.20 shows the random outage of the network.
The four curves represent the outage under a downtilt of 9 ◦ to 12 ◦. The optimal
parameters and the achieved outage vary strongly for the four downtilt angles. In
the considered scenario, the downtilt of 11 ◦ performs best.
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Figure 2.19: SFR scheme under different downtilt configurations.
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Figure 2.20: SFR transmission power parameter study under different varying
downtilt angles.

2.6.6 Resource Allocation for Non-Saturated Uplink
Traffic Conditions

The previous results have shown that it is essential to choose the right parameter
settings for SFR and other resource allocation schemes. Among other parameters,
also time varying factors such as the current load on the network have an impact
on performance. It is therefore desirable to develop a scheme which is less load-
dependent and in which the performance is less dependent on network settings
and parameters. It should take the current characteristics of today’s uplink traffic
into account and should mitigate inter-cell interference.

In this subsection, we focus on the uplink with non-saturated traffic conditions.
The users are distributed currently in the scenario according to a homogeneous
spatial random Poisson process. Poisson point processes are natural models for
random configurations of points within a region. For the network scenario, this
means that the users are homogeneously distributed over the entire network, but
the distances between them are not uniformly distributed, but exponentially dis-
tributed. Consequently, the load in a cell may vary locally depending on the user
concentration. In particular, there may be cells that have non-saturated traffic
conditions.
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The resource allocation strategy considered in this subsection is SFR with
limitation strategy PowerLimitation and MCS optimization as defined in Sec-
tion 2.4.5. The power limitation factor is set to -12 dB for the side bands.

In the following, Frequency Reuse 1 and SFR are both evaluated in Figure 2.21
with and without the MCS optimization. The reduce maximum MCS strategy is
used. Both approaches perform significantly better with the MCS optimization
enabled, independent of the average sector load. For Frequency Reuse 1, the per-
formance benefit is about 2 users per sector. There is still a significant gain with
MCS optimization, even for a load of 26 users. With SFR, one additional user per
sector can be accepted which results from the lower inter-cell interference due to
the MCS reduction in the side partitions. If there are free resources in some sec-
tors due to the varying user concentration, the MCS optimization lowers the MCS
of the mobiles within these cells. Thus, the inter-cell interference generated by
these users is reduced.
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Figure 2.21: Frequency Reuse 1 and SFR with and without MCS optimization
enabled.

Next, we investigate the impact of optimization on the power limitation factor
of SFR PowerLimitation. Figure 2.22(a) shows the power factor at the x-axis and
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the random outage at the y-axis. Again, the reduce maximum MCS strategy is
used. The upper curves reflect the parameter at a load of 26 users per sector on
average. The other curve below shows the same for 24 users. The dashed curves
show the behavior with MCS optimization enabled, the solid curves indicate the
results with MCS optimization disabled respectively. The curves get smoother
around the minimum with MCS optimization enabled. Thus, a less accurate ad-
justment of the factor can be tolerated. Furthermore, with increasing the average
number of users, the minimum is shifting to higher power factors. Hence, the op-
timal setting for SFR, depends on the load in the sector. With MCS optimization
enabled, the minimum is at -12 dB for 26 users and at -10 dB for 24 users. How-
ever, considering the confidence intervals, with MCS optimization it is sufficient
to choose a parameter at -10 dB since there is no significant difference between
the values.

In Figure 2.22(b), the different MCS optimization strategies reduce maximum
MCS, reduce maximum transmit power, and reduce maximum interference are
evaluated with the same configuration as in the figure before. There is no large
impact on the performance of the MCS optimization if the power factor is chosen
in a feasible manner. The same behavior can be found for 24 users and 26 users.
Furthermore, the figure additionally shows the results related to Figure 2.22(a)
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Figure 2.22: Performance analysis of the MCS optimization algorithm.
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for 22 users. The minimum is at -6 dB. This again supports the outcome that the
power factor is dependent on the user load. Similarly, the difference between the
outage at -6 dB and -12 dB is only marginal.

In all previous evaluations, the users were scattered according to a spatial Pois-
son process in the network. In contrast, the performance evaluation is now inves-
tigated under more realistic conditions with a clustered spatial Matérn process.
Clusters of fixed size t are generated. Each cluster is subsampled with a Poisson
point distribution with a certain mean. The number of clusters is set to 20. The
Matérn processes can be easily modified by changing the Matérn cluster radius.

The first investigation is the impact of the cluster radius on Frequency Reuse 1.
Figure 2.23(a) shows the performance at either a cluster radius of 1 km or a radius
of 0.5 km. The x-axis displays the overall average number of users per sector.
The user concentration, however, now varies in each sector since the users are
clustered around 20 specific cluster centers. The y-axis shows the outage as in
the previous figures. As expected, with a decrease in the cluster radius, the outage
probability increases since groups of users become spatially tighter. A sector may
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Figure 2.23: Performance analysis of the resource allocation schemes at different
loads and different user location distributions.
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experience outage while other sectors are idle. Here again, the MCS optimization
plotted in dashed lines improves the system performance.

Finally, SFR is investigated with a clustered user distribution in Figure 2.23(b).
Depending on the radius of the cluster of users, the mean outage within the net-
work changes. With a smaller cluster radius, i.e. with spatially tighter users con-
centrations, outage occurs much earlier than with a larger cluster radius. In both
cases, the MCS optimization decreases the mean outage and allows for a more
robust choice of the optimal power fraction parameter used in the power mask of
SFR.

2.7 Lessons Learned

This section concludes the chapter and presents the most important findings. We
have studied distributed resource allocation approaches under different settings.
In particular, the focus was on the identification of approaches that are able to
mitigate interference between cells.

First, research has been conducted to determine new opportunities to parti-
tion or restrict the different transmission resources. One of the objectives was to
evaluate the different approaches with respect to the current traffic patterns, such
as non-saturated traffic in the uplink. For this purpose, the uplink was examined
which consists today typically of mainly TCP acknowledgements or short HTML
request. Consequently, no full buffer scenario was investigated but a realistic up-
link scenario with non-saturated traffic conditions. Furthermore, decentralized
approaches were studied that do not require signaling and new combinations were
compared with conventional schemes that do not use restriction or any resource
partitioning such as Frequency Reuse 1.

It has been found that
1. an order metric (coordinated user allocation) is critical to the performance

of the entire mobile communication system. The order metric specifies a
sequence after that the users are assigned to the transmission resources.
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This applies to both full frequency reuse as well as for FFR resource par-
titioning, see Section 2.6.1 and Section 2.6.4.

2. partial frequency reuse schemes such as SFR allow in conjunction with
an order metric a performance gain for the resource allocation, see Sec-
tion 2.6.4.

3. for SFR resource partitioning the kind of the limitation strategy for trans-
mission resources significantly affects the performance of the resource al-
location, see Section 2.6.4.

4. coordination with respect to user groups (aggregated coordination) is not
more effective in comparison to the consideration of individual users. This
is due to the fact that a limitation according to the aggregated transmit
power of a group, allows a single user to use a significantly high transmit
power, resulting in much interference, see Section 2.6.4.

5. for SFR applies: a coordinated user allocation with respect to inter-cell
interference allows more performance gain than the differential treatment
of users as specified in the different types of SFR, see Section 2.6.4.

6. even for the allocation at side-bands (frequency bands that in the first hand
belong to other neighboring cells or sectors) the use of an order metric re-
sults in a performance gain. The effect is however less beneficial compared
to the the use of a limitation strategy, see Section 2.6.4.

7. optimal limitation factor of SFR depends on the load in the network, see
Section 2.6.4.

Second, the impact of the antenna configuration on SFR, Frequency Reuse 1,
and Frequency Reuse 3 was investigated. Advanced inter-cell interference miti-
gation techniques rely on a reasonable antenna configuration. The configuration
has the purpose to provide, on the one hand, sufficient cell coverage and, on the
other hand, good cell isolation to avoid inter-cell interference.

It has been found that

1. the antenna setting (downtilt) can significantly influence the performance
of SFR and is dependent on the cell size and load, see Section 2.6.3 and
Section 2.6.5.
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2. due to path loss, multipath propagation, and antenna configuration, a dif-
ferential treatment of users according to the geographic location within
the cell is not useful for FFR. It is rather more beneficial to use the experi-
enced interference of the users depending on the received signal strength
at different positions in the cell, see Section 2.6.3.

The antenna configuration influences the propagation gain within the cell.
Thus, with a clever configuration, the interference can be reduced. Consequently,
the interference mitigation can be considered as less important in such a case. In
Section 2.6.3, different antenna configurations were tested. For a fixed cell size,
vertical downtilts are determined where the resource allocation works best.

The electrical downtilt reveals the best results for all resource allocation strate-
gies and investigated downtilt angles. At full frequency reuse, the cell isolation
becomes more important than the interference mitigation at a certain load. With
SFR however better results are obtained with the electrical downtilt since the cov-
erage is better utilized and interference is already mitigated by the SFR scheme
and does not need to be done through the tilt of the antenna.

Third, a new resource allocation algorithm was proposed that is based on the
intelligent choice of a modulation and coding scheme for a non-saturated up-
link. Based on the previous results, a scheme was developed that a) is less load-
dependent and consequently, does not need to be dynamically adapted, b) is in-
terference reducing, and c) uses frequency partitioning.

It has been found that there is a non-linear relationship between transmis-
sion power and the selected modulation and coding scheme for the same amount
of data. For example, a transmission with QPSK-1/2 modulation requires about
4.5 more REs compared to the transmission with QAM64-3/4. The accumulated
transmission power with QPSK however is about 15 dB lower than with QAM64-
3/4 at the same amount of transferred data. Choosing a low modulation scheme
therefore represents a significant saving in transmission power, and as a result, a
performance gain due to the smaller inter-cell interference.
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The proposed algorithm takes advantage of this finding. If transmission re-
sources are unused in a frame, it selects a more robust modulation and coding for
the users to mitigate inter-cell interference. This is particularly interesting in the
uplink with non-saturated traffic because, here, some resources remain unused.

In Section 2.6.6, it has been found that
1. lower modulation and coding schemes can be used to reduce the inter-cell

interference.
2. if resources in a cell and the corresponding transmission frame are not

used, the modulation and coding scheme can be lowered in order to fully
utilize the resources. Although more resources are used, the inter-cell in-
terference is reduced.

3. this approach is significantly less load dependent than pure SFR.
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Management

In the previous chapter, we have studied resource management at the physical
layer for interference mitigation. In this chapter, we now deal with the application
layer. We focus on application-aware resource management that integrates key
performance indicators from the application layer within the network resource
management.

3.1 Motivation and Objectives

In today’s Internet, a large number of users consume an increasing variety of dif-
ferent applications and services. Each service has its own requirements on the
communication network resulting from very different application capabilities. To
address this heterogeneity in the network, one possibility is to consider the appli-
cation layer within the resource management. The advantage of the consideration
of the application layer is that the current applications, and thus the actual require-
ments of the applications on the network, can be taken into account. This enables
efficient and tailor-made access networks, in which improvement is expected in
the field of cost-efficiency of the network and perceived quality by the end user.

Compared to lower layer resource management, the goal is shifted away from
the optimization of pure network parameters, towards the direct consideration
of the application. This is based on the fundamental insight that users do not
pay attention primarily on network parameters or settings, but on the application
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quality. The end user is typically not interested in technical parameters like the
throughput of the network, as long as his video plays smoothly in acceptable
resolution and image quality. The same applies to a user who surfs the Internet.
A web browsing user is commonly not interested in the average throughput over
time to his device, but in the first place, wants a fast website loading on his device.

The objective for the application-aware resource management is consequently
to support the website loading or the smooth streaming in order to optimize
the user-perceived quality through resource management actions in the network.
Since this is not directly possible with only network resource management on
lower layers, a different approach is utilized in this chapter.

Following cross-layer networking, corresponding ISO/OSI communication
layers are linked together, which normally operate separately from each other.
This means that for application-aware resource management QoE-relevant infor-
mation about the applications (application layer) are available within the network
(network layer) and can be involved within the resource management process.
The challenge is to select the right information and define appropriate compo-
nents to exploit it in an efficient manner. Many possibilities and concepts exist,
exhibiting different degrees of complexity and benefits in terms of monitoring
effort, usability of the information, and resulting improvement for the user.

The following example is intended to motivate the consideration of applica-
tion information within the network resource management. In Figure 3.1, four
home users are outlined, using a normal consumer Internet access. There is one
shared link to the Internet. The users run different applications. The first user is
watching a YouTube video. The second user talks via video chat with a friend.
The third user is editing text documents with an online office thin-client applica-
tion. The fourth user is downloading game updates from the Internet. All users
are connected to a wireless router and are using the same link to the Internet.

Typically, the video chat user generates a constant bit rate traffic, because he
transmits a consistent video image of himself and some constant voice data. The
online office user generates only some minor data traffic if the document changes
due to the thin-client application. YouTube on the other hand uses progressive
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    Internet 

YouTube Video Online Office Software Download Voice over IP 

Figure 3.1: Competing applications at a bottleneck link.

streaming, which downloads the video data via HTTP. Similar to the download
of game updates, this is a best-effort download. Consequently, we look closer at
the situation for the YouTube user and the download user, who compete at this
link against each other due to the best-effort nature of the generated traffic.

From a network point of view, both applications are using TCP transport layer
protocol and equally share the link. In Figure 3.2, the bandwidth of the two ob-
served users is shown. Depending on the link quality to the home access router,
the users get a similar throughput to the Internet due to the TCP flow control. For
the download user this may be fine. He expects a certain waiting time until the
download is finished.

For YouTube, however, the situation is different. An important measure to
quantify the perceived quality for a YouTube user is the buffer filling level of

73



3 Application-Aware Resource Management

0 20 40 60 
0 

100 

200 

300 

400 

time [s] 

YouTube 

bulk data 

(downloads) Influence on 

YouTube 

time [s] 
0 10 20 30 40 50 60 

0 

5 

10 

15 

b
u

ff
e

re
d

 p
la

yt
im

e
 [

s
] 

actual 

progress 

desired 

progress 

d
a

ta
 [
k
B

/s
] 

Figure 3.2: Impact on application quality.

the video player. As shown in Figure 3.2, the buffer level is low. It even decreases
to zero seconds, so that the video playback may be interrupted if no lower qual-
ity of the video is available. It comes to the so-called stalling, the interruption of
the video playback. In case of stalling, the user receives a small rotating circle at
the video player. Stalling may have a severe impact on the user-perceived quality
and results in abortion of the video playback by the user [87]. The desirable case
from the user perspective is consequently a filled video playback buffer as shown
in Figure 3.2, so that the video is smoothly played.

There are two possibilities of counteracting stalling. The application can be
modified to take into account the network characteristics during playback, or the
network properties may be varied to meet the requirements of the application.
The former is commonly referred to as network-aware application design and
includes all the adaptive approaches for applications such as adaptive and dy-
namic streaming. The second one is called application-aware networking which
includes application-aware resource management as investigated in this chapter.

In the following, we discuss the concept of application-aware networking for
access networks. We develop a resource management in order to allocate the
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resources according to the instantaneous application demands. Two major contri-
butions to the research on resource management are given in this chapter. Firstly,
an application-aware resource management framework is developed for access
networks to directly address application needs within the network and optimize
the performance of the network. Secondly, a monitoring approach for YouTube
is designed that measures QoE relevant parameters.

The content of this chapter mainly refers to [3–6,16–21,24]. The remainder of
this chapter is structured as follows. After this introduction, Section 3.2 presents
background and related work about application- and user-centric resource man-
agement. The section is divided into three different subsections. First, mecha-
nisms for traffic differentiation in networks are discussed in Section 3.2.1. Sec-
ond, we describe in Section 3.2.2 corresponding metrics for the resource manage-
ment. Third, this is followed by a brief introduction to the underlying theoretical
concept QoE modeling and management in access networks in Section 3.2.3. In
Section 3.3, we introduce the concept of application-aware networking. Subse-
quently, we develop application-aware monitoring approaches for YouTube video
streaming in Section 3.4 and test them for videos in an access network. Finally,
we conclude the chapter in Section 3.5.

3.2 Background and Related Work

This subsection provides a general overview on resource management for upper
communication layers and summarizes the state of the art. The current state of the
art consists of numerous approaches and concepts for traffic handling, which use
information from different network layers and of different degrees of complexity
in terms of their functionality, the information flow, and the number of involved
entities. Thus, they achieve varying amounts of performance gains in comparison
to the default best effort behavior in networks. This section gives an overview of
related work and discusses the advantages and drawbacks of each approach.

A resource management for upper communication layers can usually be char-
acterized by two different parts. First, the approaches differ according to their
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type of traffic differentiation mechanism in the network (Section 3.2.1). Secondly,
there are differences in the use of information according to which the traffic dif-
ferentiation changes (Section 3.2.2).

3.2.1 Traffic Differentiation in the Network

Each resource management approach performs a type of traffic differentiation in
the network to enforce its goals. The traffic differentiation exploits appropriate
information (see Section 3.2.2) and triggers management actions to improve the
situation in the network. Therefore, commonly i) an information/application-to-
network interface, and ii) a technology-dependent enforcement mechanism in
the network is used as depicted in Figure 3.3. Each of the following approaches
implements these two components in different ways.

QoS-based approaches [88–92] implement the application-network interface
by defining classes according to network-level parameters such as minimum la-
tency or throughput for the expected type of traffic. Involved networking devices
enforce these QoS definitions by implementing queues within the forwarding
plane. Applications with similar needs are assigned to similar queues. Typical
representatives are implementations of IETF DiffServ [91] and IntServ [93] as
well as mobile communication networks, in which so-called QoS profiles are
defined for differentiated traffic handling [94–96]. The advantage of such ap-
proaches is the ease of implementation in a networking device due to the network-
related specifications. The disadvantage is however twofold. First, the mapping
of applications to QoS classes is often complex because of the heterogeneity of
the applications. Applications often provide several different functions between
which the user may select. Consequently, the requirements of an application can
change according to the state of the application. The second disadvantage is that
QoS classes normally meet only a set of fixed network parameters. For dynamic
requirements of the applications, however, the QoS classes must be adjusted if at
all possible. This is especially the case for applications with time-dynamic QoS
requirements. For example, due to video encoding, download patterns, or user
behavior, an application may not have a fixed demand for bandwidth.
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Figure 3.3: Structure of a state-of-the-art traffic differentiation architecture with
application-network interface and traffic enforcement mechanism.

In [97], an application network-interface is proposed for OpenFlow-
enabled networks. The interface allows application service providers to de-
fine application-specific requirements that are implemented by the network.
The OpenFlow protocol is a standardized implementation of the principles of
Software-Defined Networks (SDN) [98]. To achieve a network-wide enforce-
ment, Application Label Switching (APLS) is introduced that adds additional
protocol headers (labels) to IP flows that can be utilized by OpenFlow SDN
switches in order to differentiate traffic. The advantage is the standardized im-
plementation at network level. Furthermore, the approach delegates the specifi-
cation of the required resources to the application provider. The issue with such
an approach is that the application provider usually has no global view on the
network and so the overall network performance may decrease compared to the
optimal one since the application provider can only partly consider other paral-
lel applications in the network. Without the global view of the network and the
knowledge about utilization and application demands, it is difficult for individual
applications to make effective and fair decisions.
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Similar to this approach, a comprehensive additional protocol layer is pro-
posed for networks in [99]. This Service Access Layer (SAL) facilitates a split be-
tween service level control and the application data plane, thus enabling service-
aware network routing. For the realization the proposed protocol must be imple-
mented of each network device.

In [13], the authors introduce a central entity that has knowledge about the
network and application situation. It performs a dynamic resource allocation de-
cision that utilizes SDN in order to enforce application demands in the network.
An implementation featuring a video on demand application competing with a
file download at a bottleneck link shows that monitoring the video on demand
application’s buffer state can help improving the end users’ QoE. The work on
participatory networking presented in [100] goes one step further and proposes a
communication mechanism between applications and the network which is ini-
tiated by the applications. Key concepts include conflict resolution between the
needs of different applications or users and decomposition of network control,
i.e. limiting an application’s authority. The authors of [101] introduce an Open-
Flow based framework that aims at achieving fairness with respect to QoE among
all users in an adaptive video streaming context. The expected QoE of a user is
estimated on the quality information during the video streaming. This approach
combines a network-aware application with a network based control entity. Based
on monitoring results gathered via intercepting Media Presentation Description
(MPD) files used in MPEG-DASH, the framework dictates video quality levels
for each user in order to maximize the resulting QoE for every participant. De-
spite the achieved fairness, open issues here are how universal this approach is
and how it can be applied to other applications. A general framework is usually
required for including QoE information of all kinds of application for a multi-
application networking scenario.

A system design featuring functional blocks that represent functions for packet
handling in the network is presented in [102]. Feedback loops including a
central decision unit allow for combining network-aware applications with an
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application-aware network. A central idea consists of translating user demands
into application demands which in turn can be translated into network require-
ments. The system’s capabilities are demonstrated and verified for various use
cases including live video and video on demand scenarios.

Furthermore, there are other works that mainly address the application-
network interface. In [103], the authors introduce Atlas, a machine learning based
approach for classifying observed traffic. This technique not only allows reliably
determining the application class but also the specific application. Combining
this classification mechanism with application requirements derived from vari-
ous models, this can result in efficient control solutions. In contrast to previously
introduced architectures, the authors of [104] propose a system where users give
explicit feedback on their QoE and assign priorities to running applications. This
feedback is used in order to change the distribution of the available bandwidth
among the competing applications.

A protocol realizing the exchange of information between network and ap-
plication is standardized by the IETF Application Layer Traffic Optimization
(ALTO) working group [105]. It aims at providing guidance to content deliv-
ery applications such as P2P or CDNs which have to select one or several hosts
or endpoints out of a set of possible candidates. In such a way, appropriate candi-
dates can be selected and the performance with respect to user-centric, network-
centric, and application-centric metrics can be improved. Currently, several ex-
tensions of the ALTO protocol including data centers and cloud applications are
discussed [106].

More work on application-aware resource management has been conducted in
the context of data-center applications. Research on data center architectures al-
ready shows that combined solutions, e.g. for traditionally separated mechanisms
such as routing and service migration, may increase data center efficiency. How-
ever, data center applications are no end-user applications as in access networks,
but run in isolated and manageable server farms. In general, the constrained envi-
ronment of data centers enables the combination of these traditionally separated
mechanisms. In the work of [107], the authors propose an algorithm that inte-
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grates such a combined solution. In detail, the algorithm simultaneously com-
bines the dynamic migration of virtual machines and the traffic routing in case
of environments with changing demands. The authors demonstrate that their ap-
proach is effective, scalable, and cost-efficient. Data center application-aware so-
lutions are also provided in [108–111].

In summary, there are many approaches in literature that propose user- or
application-centric resource management. Known challenges are:

- Flexible enforcement Due to heterogeneous applications in a network
with time-dynamic requirements, the enforcement must be able to dynam-
ically respond to changes in the network and at applications, independent
of the network technology.

- Support for multiple applications The monitoring or the application-
network interface must be universally defined and applicable for multiple
applications.

- Resource Efficiency and Fairness In order to increase the resource
efficiency or for fairness reasons, a resource management mechanism re-
quires a global view on the network and the application demands.

3.2.2 Information Metrics for Resource Management

The performance of the resource management is highly dependent on the utilized
information. The more comprehensive the information is, the more complex is
the monitoring of it. In the following, we briefly summarize proposed information
metrics for resource management and traffic differentiation in the network.

The traditional solution is to perform traffic differentiation according to
network-layer parameters [88–92]. However, a QoS-based provisioning alone is
often not sufficient to provide an acceptable application quality due to download
patterns, user behaviour, or time-dynamic requirements of applications. Instead,
network resources depending on the current application state are required.

The works in [112–114] carry out a cross-layer optimization in order to inte-
grate more appropriate information than QoS requirements within the network
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Figure 3.4: Relationship between QoE, application state, and QoS.

resource management. In [112,113], an application-specific solution is proposed.
Important packets in MPEG videos, mainly key video frames (such as I-frames),
are prioritized in case of limited transmission resources to optimize the perceived
quality. In [115], a multi-layer video encoding with scalable video codec is used,
which adapts according to the available network bandwidth. The goal is to control
the different layers in different QoS classes with different priorities to specifically
drop video layers with less importance if the network is congested.

Another, yet more extensive approach is to integrate QoE information, or QoE-
related parameters. In [116], QoE-based scheduling for wireless mesh networks
is proposed. The authors take into account not only video and audio streaming
but also data traffic using simple MOS metrics which map QoE to simple QoS
parameters. The work about QoE is commonly summarized under the term QoE
Management and can be divided into two distinctive research fields. There are
papers about understanding and modeling QoE for different applications [117,
118] and papers that make use of the QoE as resource management metric [101,
112–114,116,119]. More details are described in the next section. Commonly, the
relationship between QoE and QoS network parameters is not of linear scale, i.e.
altering the QoS parameters results in different QoE levels [118]. Consequently,
there are resource management algorithms which define an acceptable end user
quality at minimal resource utilization as control objective [117].

To extend this concept to general applications, other approaches have been
developed. It was found during the modeling of QoE for applications that appli-
cation parameters can reflect the QoE to a high degree [120–123]. Consequently,
application-aware management approaches use cross-layer information from the
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running application to adjust the control decisions in the network [6, 124].
In [124], QoE metrics are used to differentiate between different services. A one-
dimensional optimization function is generated for the radio resource manage-
ment. This approach can be seen as a continuation of former work which used
a so-called utility function with several different metrics for resource manage-
ment [125–129].

In [114], a cross-layer method for web applications in an LTE mobile network
is proposed which takes into account the QoE and service response times. The
authors map user data rates and service response time to QoE MOS values for
web traffic. The findings are used in a proposed LTE radio resource management
which uses a utility function of the MOS values.

In summary, there are several approaches that use higher-layer information
in network resource management. They differ in the type of information that is
used for resource management. Figure 3.4 shows the relationship between the
most commonly used information metrics in literature: QoE, application state,
and QoS.

3.2.3 QoE Modeling and Management

QoE is one of the most important metrics for resource management [130]. In the
following, we elaborate on the research steps necessary for the use of QoE in
resource management. From a conceptual perspective, three steps are required:
(1) modeling QoE, (2) monitoring QoE, (3) optimizing QoE.

Modeling QoE The fundamental step to integrate QoE within the resource
management is understanding the heterogeneous application requirements
and the impact of network disturbances on the user-perceived quality. This
is done by modeling the user QoE for a specific application at different
network conditions.

QoE modeling consists of two parts that are (1) the user perception quan-
tifying the user-perceived quality and (2) application layer measurements
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providing application patterns depending on the actual network condi-
tions [130]. The latter can be used to model application layer QoS, i.e.,
how often the service is interrupted and how long. However, in order to
quantify the user satisfaction with a service, a user perception model has
to be derived by means of subjective user studies. Thereby, the application
layer measurements serve as input such as [131].

In [121–123, 132–134], models for the user QoE for specific applications
are formulated. With respect to QoE management, these works specify
possibilities for resource management by defining QoE relevant parame-
ters for each application.

Monitoring QoE As a result of the QoE modeling process, QoE-relevant pa-
rameters are identified which have to be monitored accordingly. In gen-
eral, monitoring includes the collection of information such as (i) the
network environment (e.g., fixed or wireless); (ii) the network conditions
(e.g., available bandwidth, packet loss); (iii) terminal capabilities (e.g.,
CPU power, display resolution); (iv) service and application-specific in-
formation (e.g., video bitrate, encoding, content genre).

The QoE monitoring can either be performed a) at the end user or terminal
level, b) within the network, or c) a combination thereof. While the moni-
toring within the network can be done by the provider for fast reaction on
degrading QoE, it requires mapping functions between network QoS and
QoE. When taking into account application-specific parameters additional
infrastructure like deep packet inspection (DPI) is required to derive and
estimate these parameters within the network. Alternatively, monitoring at
the end user level gives the best view on user-perceived quality. However,
additional challenges arise, e.g., how to feed QoE information back to the
network for resource management. In addition, trust and integrity issues
are critical as users may cheat to get better performance.

In Section 3.4, the YoMo tool that monitors the buffer status of the
YouTube video player is defined. This surveillance on the application per-
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formance allows for the prediction of the QoE and a timely notification
for an QoE optimization mechanism. Both approaches, network-based and
client-based, are proposed and evaluated in comparison to each other.

Optimizing QoE The final step is the actual resource management. The re-
source management should perform a dynamic adaptation and control of
resources to deliver optimal QoE so that the user may not get dissatisfied
or abandons the service. QoE control aims at reacting before the user en-
counters problems and uses monitoring information to adjust correspond-
ing impact factors. QoE resource management addresses the following
questions, (a) where to react, i.e., at the edge, within the network, or both;
(b) when to react and how often; and (c) how to react and where which
control knobs to adjust.

In this chapter, we follow the principles of QoE management for access net-
works. On the basis of QoE models in literature, we define hereinafter a complete
application-aware resource management framework for access networks.

3.3 Application-Aware Resource Management

In this subsection, the concept of application-aware resource management is dis-
cussed. In particular, a corresponding framework is defined and explained in de-
tail. We describe the general concepts, whereas the implementation is given in
Chapter 4 for different types of access networks. This section demonstrates how
the framework can be used to implement a traffic and resource management for
an efficient and application-aware delivery of traffic in an access network.

The key idea is to collect information about network and application status at
a central point in the network, in the following called decision manager. It is able
to trigger a number of optimization actions that either change the traffic handling
in the network or the traffic produced by the application. The first type of actions
is summarized under the term network control actions, the second type of actions
is referred to as service control actions.
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The general goal of the framework is to improve the overall QoE in the net-
work or rather to avoid QoE degradation. This framework follows a reactive ap-
proach for resource and traffic management. Resource management actions are
only triggered if (a) a QoE degradation or an indication for an imminent QoE
degradation has been detected and (b) a resource management action is available
that will avoid or limit the QoE degradation without overly harming the QoE of
other users.

The framework does not follow a proactive approach to optimize a QoE-based
metric and it is also not targeting at an optimization of network parameters such
as a balanced link utilization etc. As a consequence, it is intended to run in ad-
dition to a ”traditional“ traffic or resource management mechanism that does not
take into account application layer performance but relies on typical network per-
formance indicators such as load, available bandwidth, delay, packet loss, etc. and
traffic classification. The idea is not to interfere with other mechanisms as long as
the application layer performance and QoE is good enough. Only if a QoE degra-
dation occurs in spite of these traffic and resource management mechanisms, the
framework will trigger actions in order to avoid a QoE degradation.

Figure 3.5 shows the different resource management components of the frame-
work. This is, first of all, the decision manager that receives information from the
application and network monitors. It is additionally connected to the nodes in the
network that actually enforce resource or traffic management decisions. When
notified by an application monitor about a critical state of an application, the deci-
sion manager evaluates its set of resource management actions. This means that,
based on the information on application and network status, it predicts how a re-
source management action changes the network status and estimates whether the
QoE situation improves. From all resource management actions with potentially
positive outcome the one to be executed is selected based on (a) the confidence
in the prediction, (b) the degree of the QoE improvement, or (c) the effort for
performing the resource management action.

Another key component is the application monitor that is running on the client
or in the network. It sends the application status to the decision manager. This
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Figure 3.5: Overview of the individual components and placement in the net-
work.
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communication can be either event-driven or periodic, and either push- or pull-
based. The task of the monitor is to keep track of the status of traffic intensive or
QoE sensitive applications that are subject to the resource management decisions.
The status of an application is a collection of QoE indicators that the customer
will directly perceive as quality parameters. These indicators are application-
specific and describe whether the current performance offered by the network
leads to a QoE degradation.

The indicators cannot be directly mapped to a QoE value, as QoE describes
the overall experience of a user with a certain service. Therefore, it also de-
pends on many other factors such as non-measurable subjective user demands.
However, the performance indicators indicate if a QoE degradation is imminent.
Using these indicators, the framework is able to indirectly consider the QoE of
applications within the resource management and avoid degradations.

To give an example, key performance indicators for RTP streaming are band-
width on application layer, packet loss, or jitter that may be mapped to a QoE
metric by using a QoE model. Key performance indicators for HTTP stream-
ing services are the bandwidth on application layer or the buffered playtime in
the client. When the buffered playtime is low and the bandwidth is below the
video rate a period of stalling will probably occur if no measures are taken. Ac-
cording to [120, 135], stalling is the factor dominating the QoE for video clips
clearly exceeding the significance of video resolution as a second impact factor.
In the following, we focus on the buffered playtime and define a monitoring for
YouTube video streaming in Section 3.4.

The third major component of the framework is the network and flow monitor.
It monitors typical network parameters like load, packet loss, buffer status of the
network interface, number of connections, etc. and sends these parameters to the
decision manager. Additionally, it is able to monitor a certain flow in the network
to observe its current throughput and state. Again, the communication may be
pull- or push-based and periodic or event-driven.

All the mentioned components together form the Application- and QoE-Aware
Resource Management Framework. Resource management algorithms and global
decision managers have been studied sufficiently in the literature. In the following
we define and evaluate an application monitoring for YouTube.
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3.4 Implementation of an Application Monitoring
for YouTube

The performance of application-aware resource management is highly depen-
dent on the utilized information. Therefore, an essential component for the
application-aware resource management is the application monitoring. In the fol-
lowing, we develop an approach for YouTube to estimate the client’s buffer filling
level within the network.

It holds according to [120,135] that stalling is the dominating factor for a QoE
degradation and clearly exceeds the significance of video resolution as a second
impact factor. Accordingly, it must be monitored as part of a QoE estimation.
Stalling occurs exactly if the video playback buffer is empty and if there is no
more playback data available. Consequently, we propose in this section to mon-
itor the YouTube video playback buffer in order to predict stalling. The buffer
level corresponds exactly to the time until a stalling is going to happen if no more
data arrive in the worst case.

To be able to monitor the YouTube buffer filling level, the YouTube Moni-
tor (YoMo) has to fulfill several tasks: Firstly, it has to detect the YouTube flow.
Secondly, it has to collect several additional information such as playback qual-
ity about the YouTube flow and thirdly, it has to monitor the YouTube buffer.
To make our approach easier to understand, we first analyze the video streaming
format of YouTube in Section 3.4.1 before we introduce the main ideas of our
YoMo and their implementation in Section 3.4.2. The estimation of the amount
of buffered playtime is a key concept of our approach described in detail in Sec-
tion 3.4.3.

3.4.1 Description of the Streaming Technology of
YouTube

For streaming video, YouTube either uses a proprietary Flash application or the
built-in HTML5 video player of a browser is used. In case of the Flash player,
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it concurrently plays a Flash or MPEG-4 Part 14 (MP4) video file and down-
loads it via HTTP fragmented in multiple video chunks. The same applies to
the HTML5-based version that can play various video formats depending on the
browser version. Currently, the standard video container format is MP4.

At the beginning of such a so-called pseudo streaming, the client fills an inter-
nal buffer and starts the playback of the video as soon as a minimum buffer level,
γ, is reached. During the time of simultaneous playback and downloading of
chunks, the buffer level depends on download bandwidth and video rate. As long
as the download bandwidth is higher than the video rate, the buffer increases,
otherwise it shrinks. If the buffer runs empty, the video stalls. A stalling can
be detected by a change of the YouTube player state from “playing” to “buffer-
ing”. The player state is hidden to the normal user, but can be retrieved from
the YouTube API by JavaScript or ActionScript. Furthermore, the API allows to
control the video playback and to get information about the currently displayed
video.

A YouTube video is at present mostly encoded as an FLV or MP4 file which
are both container formats for media files. FLV is developed by Adobe Systems.
MP4 is standardized by the International Organization for Standardization (ISO)
within ISO/IEC 14496-12:2004 which is based on the Adobe QuickTime file
format. Both video container formats encapsulate synchronized audio and video
streams, and are divided into a header and data part, in the following called video
fragments. The header starts with a signature and contains information about the
video fragments in the body of the file. The fragments encapsulate the data from
the streams and contain information on their payload. This information includes
the payload type, the length of the payload, and the time to which the fragment
payload applies. FLV files may also contain metadata encapsulated in a fragment
with a script data payload. The available properties depend on the software used
for the encoding and may include the duration of the video, the audio and video
rate, and the file size.
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3.4.2 Main Functionality

The YouTube player establishes a new TCP connection at the beginning of the
video playback or if the user jumps to another time in the video that is not pre-
buffered. YoMo runs at the client or at a gateway in the network and parses all up-
link TCP flows in order to detect the video identifier which marks the beginning
of a new YouTube video flow. Once a flow containing video data is recognized,
the data is continuously parsed in order to retrieve the available meta informa-
tion from the video file. The buffer monitoring task is more complex and will be
explained in the following.

The YouTube buffer filling level is defined by the amount of playtime β, the
player can continue playing if the connection to the server is interrupted. Fig-
ure 3.6 shows β as the difference between the currently available playtime T and
the current time of the video t. YoMo constantly computes and visualizes β in a
GUI and checks whether β falls below an alarm threshold βa. In such a situation,
like the one depicted in Figure 3.6, the instantaneous QoE is good, as the video is
playing, but the application state is bad, as β < βa and the video is about to stall
soon. Hence, YoMo has to notify the network resource management or decrease
the video bandwidth.

3.4.3 Estimation of the Buffered Video Playtime

YoMo computes the buffered playtime as β = T − t. It decodes the video frag-
ments in real time, and hence exactly knows the currently downloaded playtime T
which is the time stamp of the last completely downloaded video fragment. This
can be done in the network or at the client. Intuitively, t could easily be calcu-
lated as the time difference between the actual time and the time when the player
starts to play the video. However, the playback of a YouTube video does not start
immediately after the player has loaded, but only after an amount γ of bytes has
been downloaded. Experiments with different videos and different connection
speeds showed that γ is varying between 50 and 300 kB and is independent of
the connection speed. In contrast, it is different for each of the considered videos.
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Tt β < βa t
Figure 3.6: The YoMo Parameters

We analyzed the coefficient of correlation between γ and different video char-
acteristics including information about the frame types of the original H.264 file
embedded in the video fragments, but were not able to find a clear correlation
which allows to derive γ from the properties of the displayed video.

It is hence not possible to calculate the amount of time which lies between
the time when the user issues the request for the video and the time when the
video actually starts to play. We therefore implemented two different methods
for calculating t which we discuss in the following.

Network-Based Method This method uses the assumption that the video
starts to play as soon as the first video fragment is completely downloaded.
Clearly, this introduces a small error in the calculation of β which de-
creases however with an increasing connection speed and/or proximity to
the client. This is the favorite method when using YoMo at networking
elements since the download of the first video fragment can be detected
within the network.
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Client-Based Method The second method stands for the way of obtaining
t from the YouTube player API which can be accessed at the client by
scripting languages only. Hence, an additional monitoring software has to
be installed at the client. YoMo uses a Mozilla Firefox extension which
runs a JavaScript that retrieves t from the YouTube player. The extension
additionally provides the actual value of t to YoMo.

3.4.4 Accuracy of the Monitoring Approach

In the remainder of this section, we investigate how exactly YoMo can indicate
the prospective QoE. In order to find out how accurately YoMo predicts the time
when a video stalls, we use a client running a measurement web page which al-
lows to dump the YouTube player state. The client is connected to the Internet via
a proxy which is able to modify the connection speed and to interrupt the con-
nection and thereby cause the video to stall. In addition, YoMo is enabled either
on the proxy or at the client dependent on the investigated method. The buffer es-
timation and the corresponding timestamps logged. During our experiments with
100 randomly chosen videos we observed that β = 0 s is a sufficient but not a
necessary condition for a stalling video: many videos already stall if β ≈ 0.5 s.
We therefore consider a video to stall as soon as β ≤ 0.5 s.

In Figure 3.7 and Figure 3.8, we depict the estimation error ∆ts between the
time when YoMo considers the video to stall and the video actually stalls, i.e.
when the player state changes to buffering for the first and the second method
respectively. For each considered bandwidth, the box depicts the inter quartile
range of the estimation errors and whiskers which are 1.5 times longer than the
interquartile range. Values beyond this range are shown by red crosses. Figure 3.7
presents the estimation accuracy of the network-based method, first. It shows that
the estimation error decreases as the bandwidth increases. This is just a logi-
cal consequence of neglecting the time required for downloading γ, which gets
smaller if the Internet connection is fast. While this method is thus sufficiently
accurate for fast connections, it results in YoMo estimating the video to stall up
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Figure 3.7: Stall Time Estimation Error, Network-Based Method

to 20 seconds earlier as it actually did if the connection is slow.
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Figure 3.8: Stall Time Estimation Error, Client-Based Method

The results for the experiment with the client-based method, in contrast, show
an error which is independent from the bandwidth. Moreover, YoMo estimates
the stalling of the video on average roughly 0.1 s earlier than it actually hap-
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pened, which is a significant improvement over the network-based method. In
most cases, YoMo underestimates the remaining playtime, i.e. predicts the time
of stalling earlier than it actually happened. The maximal estimation error in this
direction is 0.5 s. In some cases, YoMo overestimated the remaining playtime
with a maximal error below 0.5 s. Taking the inherent error of our assumption
that a video stalls if β < 0.5 into account, these results demonstrate that YoMo,
with the client-based method for the buffer estimation, is working as intended.

Based on these results, we use exclusively in the further part of this work
YoMo with the client-based method, which gives us more accurate results.

3.5 Lessons Learned

This section concludes the chapter and summarizes the lessons learned. We in-
troduced application-aware resource management to enable efficient and tailor-
made access networks. The focus was on the description of the approach as well
as on definition of the necessary components. Specific use cases are defined and
evaluated in the following chapter for different types of access networks. Fur-
thermore, the evaluation and implementation of an appropriate application mon-
itoring was presented in this chapter. Application monitoring is not sufficiently
studied in the current literature.

It has been shown that
1. network delivery problems may have a high negative impact on the QoE

of Internet applications.
2. QoE modeling specifies and defines resource management options.

The proposed resource management approach in this chapter is application-
aware resource management. It uses information about the status of an applica-
tion (e.g. active/idle, displaying a video, application buffer level, chatting, dis-
playing information, calculating, processing information, interaction with user),
and integrates this information in the network resource management. Based on
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appropriate literature, application information reflect the QoE of the user to a
high degree if properly selected.

It has been found that
1. the integration of application information may help to decide about effi-

cient resource management actions
2. resource management with respect to application state requires dynamic

monitoring of the application.
3. other necessary components for application-aware resource management

are: resource management actions, a network monitoring, and a decision
entity that receives all the information and triggers the management ac-
tions.

The performance of application-aware resource management is highly depen-
dent on the utilized information. For this purpose, a dynamic monitoring was de-
veloped and evaluated on the example of YouTube video streaming. It consists of
an optional browser plug-in that monitors the state, in particular the current play-
time, of the Flash player and a packet sniffer that detects new Flash video trans-
fers, extracts the videos metadata, and monitors the available playtime. There is
a trade-off between complexity and accuracy. If the optional plugin is used, a
program at the client-side (client-based monitoring) is necessary. If the plugin is
omitted, the approach can be used within the access network on a networking
element that forwards data to the Internet. However, if both components are used
together, the approach allows for determining exactly the buffered playtime.

The buffered playtime directly reflects the occurrence of video stalling. Ac-
cording to [120, 135], stalling is the factor dominating the QoE for video clips
clearly exceeding the significance of video resolution as a second impact factor.

It has been found that
1. the monitoring is able to accurately estimate the time when the YouTube

player is stalling.
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2. the monitoring is lightweight and easy to install while it provides valu-
able information to a network operator. If it is enabled, both parties may
greatly benefit as the operator gets information for free which he can use
for improving the user QoE.
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4 Performance Assessment of

Application-Aware Resource

Management for Cellular and

Wireless Mesh Networks

In this chapter of the thesis, use cases for application-aware resource management
are carried out for different types of access networks. The objective is to evaluate
the impact on user and network.

Internet access networks, such as cellular or wireless mesh access networks,
are often the bottleneck of today’s communication networks and consequently
most strongly responsible for determining the user satisfaction. The limited band-
width and the fact that access networks are most often used as mere bit pipes are
unfavorable for the users’ QoE. The lack of application-specific service guaran-
tees is especially inadequate in the face of an increasing degree of heterogeneity
of Internet applications and their individual service requirements. The implemen-
tations of application-aware resource management address this challenge by the
interaction of monitoring tools, central decision manager, and resource manage-
ment action.

In this chapter, wireless mesh and cellular access networks are investigated.
Wireless mesh networks are based on a random channel access scheme for trans-
mission. Giving strict QoS guarantees is thus difficult and complex, and does
not facilitate the development of certain resource management approaches. It re-
quires additional tools and mechanisms that work against the random access. We
discuss in the following three new resource management mechanisms for mesh
networks. 97
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For cellular networks, in contrast, excellent opportunities exist to guarantee a
certain bandwidth for a user. The scheduling at the base station allocates explic-
itly users the resources at certain times, on which they may send. However, the
lack of studies and approaches lead to a disregard of such mechanisms for certain
services and applications.

The research contribution of this chapter is a definition of different resource
management approaches for these access networks. The benefits and costs are
evaluated with respect to different applications.

The content of this chapter is taken from [3, 18, 22, 23].The remainder of this
chapter is structured as follows. In Section 4.1, we give an overview of publica-
tions related to our work. In Section 4.2, application-aware resource management
for YouTube video streaming in wireless mesh networks is investigated. We pro-
pose several approaches to improve the streaming of YouTube. In the second
part, we propose application-aware resource management for cellular networks
in Section 4.3. We influence the packet scheduling at the base station according
to application needs. Finally, we conclude the chapter and summarize lessons
learned in Section 4.4.

4.1 Related Work

In this section, a general overview is provided of the most relevant works from
literature that propose application-aware resource management concepts for cel-
lular and wireless mesh networks. The conceptual ideas, benefits, and drawbacks
are outlined. This section is divided into two parts, considering approaches re-
lated to wireless mesh (Section 4.1.1) and cellular networks (Section 4.1.2).

4.1.1 Wireless Mesh Networks

Related work with respect to application-aware resource management for wire-
less mesh networks cover published radio resource management techniques and
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frameworks. Of particular interest are approaches for such networks deriving the
QoE from network or application layer parameters and using them for resource
management.

Standardization In the IEEE, standards are developed towards an improved
usage of radio resources in heterogeneous wireless access network. A full-
featured management system allowing the distributed optimization of ra-
dio resource usage and improving the QoS in heterogeneous wireless net-
works is defined by IEEE 1900.4 [136]. Further on, the IEEE 802.21 has
the goal of specifying standards for media independent handover in het-
erogeneous radio access networks [137]. Both approaches have in com-
mon that they aim at optimizing resource usage in heterogeneous wireless
networks by utilizing different kinds of information such as terminal capa-
bilities, radio or network capabilities of devices, or device measurements.
Therefore, a signaling framework between terminals and the network is
established in order to enable context-aware resource management deci-
sions.

QoS Resource Management Frameworks A similar idea is presented
in [138] where the authors introduce a cooperative radio resource man-
agement framework for enabling seamless multimedia service delivery
for wireless access networks. The framework enables a terminal to take
a handover decision based on the QoS information broadcasted by the ac-
cess networks. A simulation study demonstrates that the QoS broadcasting
mechanism may be implemented within the IEEE 802.11 beacon frames.
A comparable but more general framework has been presented in [139],
which proposes an architecture for decentralized network management
and control. Their main contribution is the idea of a piloting system which
uses a control plane to measure different system parameters and provides
them to control algorithms like routing or mobility management. In a sim-
ulation study of a mobile-initiated handover, this framework, taking into
account the load of the APs, results in less rejected VoIP calls and a lower
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end-to-end delay than the traditional policy of considering the received
signal strength only.

Wireless Mesh Networks Especially for wireless mesh networks many other
possibilities for resource management exist. In [140], an overview on the
existing alternatives is given, we therefore refrain from an exhaustive enu-
meration. In the work [141], the authors propose to dynamically constrain
the bandwidth of best-effort traffic in order to ensure the quality of service
requirements of multimedia applications. This is realized by the interac-
tion of two tools, the traffic observer (TO) and the traffic controller (TC)
running at each mesh node. The TO continuously monitors the QoE of the
VoIP flows, which is calculated as Mean Opinion Score (MOS) from the
measured packet loss. As soon as the MOS falls below a threshold, sig-
naling messages are sent via the OLSR Hello message system to assure
that the TC instances running on the same and on the neighboring nodes
throttle the interfering best-effort traffic. The evaluation of this concept in
a mesh testbed shows that TO and TC together allow to maintain a satis-
fying MOS score even in the presence of disturbing traffic.

QoE Resource Management The exponential relation between packet loss
and MOS used in [141] has been discovered by Hoßfeld et al. [142] and is
one example of mapping measurable QoS parameters to user experience.
Many contributions similar to this work exist for wireless mesh network,
see e.g. [141, 143, 144]. In [145], the QoE model for speech quality pro-
posed by Raake [146] is modified in order to obtain a QoE estimation for
an aggregate of VoIP calls. The resulting QoE based admission control
scheme successfully avoids long periods of user dissatisfaction in a wire-
less IEEE 802.16 access network. Another example is [113] who use the
peak signal to noise ratio for deriving the average QoE for video streams.
The authors present a resource management scheme that optimizes video
source rate, time slot allocation and modulation scheme in order to maxi-
mize the average video stream QoE.
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4.1.2 Cellular Networks

There are different approaches that either perform application-related scheduling
at the base station of a mobile network or that address the user and his applica-
tions directly. In the following, we discuss QoS scheduling, operating on QoS
criteria at the network level, and QoE scheduling that tries to take into account
the quality experienced by the user.

QoS Scheduling QoS requirements of an application are primarily hard net-
work characteristics like maximum latency, minimum traffic rate, maxi-
mum delay, etc. These requirements are considered in so-called service
classes as defined in the IEEE 802.16 standard or in QoS profiles of LTE
bearers [147]. The packet scheduler tries to satisfy the criteria specified
in the classes by defining an intelligent order for the packets. With this
differentiation, groups of network flows with similar needs are prioritized
equally and packet scheduling of different groups is done according to the
QoS definitions. If the requirements are known and are met by the sched-
uler, a high user satisfaction can be guaranteed. These parameters however
are very strict criteria and do not indicate how the quality, which is per-
ceived of the user, changes if some or all of the requirements are violated.
Hence, if there is congestion in the network and the requirements can no
longer be guaranteed, the influence on the user cannot be predicted.

QoE-Aware Utility-Based Scheduling While it is important to consider
network-level QoS parameters, it is even more important to take the per-
ceived quality at the end user into account. The idea of utility-based
scheduling [124, 148, 149] is based on the fact that different QoS param-
eters have a different effect on the QoE of an application. Thus, the QoS
parameters are weighted and a utility function is defined based on them.
The aim is to maximize the utility in order to optimize the QoE.

Cross-Layer Approaches and QoE Scheduling For cross-layer schedul-
ing directly the QoE that the end user experiences is considered. There-
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fore, QoE models are commonly created of applications to identify qual-
ity indicators for the QoE [117, 118]. For video streaming, for example,
the current resolution, frame rate, and the encoding can be seen as key
quality indicators that affect the QoE. The scheduling is consequently
performed according to the quality indicators. If different quality factors
are weighted in a utility function, this can be regarded as an extension of
the utility scheduling for different applications, in order to maximize the
overall QoE. The problem in this case is the measurement of the quality
indicators. Since they are not necessarily network parameters as in QoS
scheduling, the measurement can be complicated and may require addi-
tional software as the proposed one in Section 3.4.

Knowledge about the QoE of an application within the scheduling process
at a base station however provides more flexibility and also describes how
a gradual violation of the QoS parameters affect the QoE. In [145, 150],
the continuously monitored QoE of voice connections is considered for
scheduling and admission control decisions for IEEE 802.16 networks.
In [114], a mapping for web traffic is presented to allow for a direct con-
sideration of web browsing within the scheduling.

4.2 Application-Aware Resource Management for
Wireless Mesh Networks and YouTube

In this section, we investigate application-aware resource management for wire-
less mesh networks.

The motivation for the implementation of application-aware networking for
mesh networks lies in the flexibility of such a network. In mesh networks, the per-
formance of the network significantly depends on the individual channel qualities
of the wireless links between the components and the optimization with resource
management thereof [140]. Due to these characteristics, mesh networks main-
tain many different options and management possibilities to transmit data from
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one node to another. Consequently, there are many possibilities for optimization,
which give excellent opportunities to quantify the benefits of application-aware
resource management.

4.2.1 Problem Definition and Architecture

A mesh access network is a special form of a wireless ad-hoc network in which
all nodes forward data, regardless of whether they are recipients of the data or not.
Through this principle of cooperation, data can be passed across multiple network
nodes until they reach the destination node or a gateway to the Internet. The
structural design of a mesh network with clients, mesh access points, mesh nodes,
and Internet gateways is depicted in Figure 4.1. The advantage of a wireless mesh
network over other access networks is the large coverage, which is possible since
the components are not wired, apart from the gateways to the Internet.

Problems in a mesh network however arise at different layers (e.g. multi an-
tenna transmission at physical layer, multi channel section on data link layer, dy-
namic routing decisions at network layer). In the following, one issue is discussed
in detail, which can be counteracted by application-aware resource management.

One problem is that a wireless link can have significantly varying capacity in
the network1. This is mainly due to the fact that interference may occur due to the
simultaneous transmission and reception of data while forwarding. Additionally,
interference may occur due to the transmission on adjacent transmission paths as
in any other wireless network. Especially, in a network with high meshing, it is
likely that the transmissions interfere with each other, which reduces the overall
performance. This issue is commonly counteracted by interference management
or by a coordination of parallel transmissions [136].

Application-aware resource management evaluates information about appli-
cations and knows about the actual demand of the applications in the network.
This knowledge can be exploited to deal with the varying link capacities. Con-

1An implication of this is that the theoretical capacity of a mesh network is still unknown and an open
question in science [140].
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sequently, a certain path with low capacity can be avoided in case of high appli-
cation demands. Further on, a certain transmission can be delayed if the instan-
taneous application demand is low. Another example is to prefer critical trans-
missions to the disadvantage of other concurrent transmissions. This knowledge
about the applications constitute in mesh networks a nominal additional degree
of freedom for the resource management process. Table 4.1 provides a list of
common degrees of freedom for resource management which defines resource
management opportunities. The last line corresponds to the additional knowledge
according to the application-aware resource management.
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Figure 4.1: Structure of an infrastructure mesh network [151].
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Table 4.1: Degrees of freedom for the resource management of mesh networks.

Networking layer Description of the degree of freedom

Physical Layer
Selection of the physical settings for the trans-
mission (modulation, rate adaptation, transmit
and receive antenna, transmission channel)

Network Layer

Selection of the path due to the routing decision
and network management

Selection of transmission path due to current
link capacity and load (might be influenced by
other transmissions in parallel)

Application Layer Current application requirements on the net-
work

Following the definitions of Chapter 3, several components are required for
application-aware resource management in mesh networks. In the following, we
describe the architecture and give implementation details for the realization of
the components within the mesh network. The framework is implemented by
integrating YoMo as monitoring component within the resource management and
other required components. The implementation follows the conceptual basics as
described in Section 3.3.

In order to collect information about the network and application status, an
application monitor, a mesh network monitor, and a central decision entity, the
mesh network advisor, are required. The network advisor triggers the resource
management actions that either change the traffic handling in the mesh network or
the traffic produced by the application. We distinguish between network control
actions and service control actions.

The resource management follows a reactive approach for resource and traffic
management. As a consequence, it runs in addition to other traffic or resource
management mechanisms that target on other degrees of freedom in the network.
As long as the application layer performance and QoE is good enough, the re-
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source management tries not to interfere with routing or other mechanisms. Only
if a QoE degradation occurs, actions are triggered. Figure 4.2 shows the network
structure with the different resource management components of the application-
aware framework. Figure 4.3 provides an overview of the single components.

4.2.2 Implementation Details

Required components for the resource management are network and application
monitors, a mesh network advisor (decision entity), and resource management
actions. First, we describe the monitoring part of our implementation. The mon-
itoring provides the necessary application information and helps to identify the
overall network situation to enable a targeted resource management. Thereafter,
the network advisor, the control algorithms, and actions are described. Since the
focus is on YouTube in this subsection, all entities are described with respect to
YouTube video streaming.

YouTube Application Monitor

Application monitoring is performed directly on the client side. Therefore, the
client-based version of YoMo with the Mozilla Firefox extension is used that
monitors the instances of Adobe Flash embedded on a website. On the one hand,
we query the buffered playtime of the YouTube player. On the other hand, we
additionally request general information for the resource management actions.
This includes for example the possible video resolutions for YouTube which are
both, offered by YouTube and currently supported by the end-user device.

In particular, the YouTube application monitor queries the following param-
eters and forwards them to the network advisor: (a) current buffered playtime
in seconds, (b) available video resolutions as defined in [152], (c) current video
resolution, and (d) flow information like transport layer ports and IP addresses.

The application information is continuously measured at the client but only
reported in an event-based way. Information for resource management actions
such as available video resolutions can be identified directly at the beginning of
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the YouTube video playback. The data is sent once immediately after the video
playback was detected. If the user changes the video resolution or a new video
stream is requested by the YouTube player a similar message is sent to the net-
work advisor right after the detection of the change. The buffered playtime is re-
ported according to configurable thresholds. It may be necessary to adjust these
thresholds based on the resource management action that uses the values, e.g. see
Section 4.2.3 and Table 4.2.

Network and Flow Monitor

The network and flow monitor has two different functions. It measures the uti-
lization of individual links and the current throughput of individual flows in the
network. This information is used by the network advisor to estimate the benefit
of possible resource management actions.

The load of the different links to the Internet is directly measured at the cor-
responding router or switch to the Internet. It is described by two values: the
maximum capacity and the current throughput on the link. The current through-
put is periodically polled every second by the network advisor from the network
monitor at the router or switch. A moving average is calculated with a window
size of 5 s to compensate short load peaks. We assume that the maximum capacity
of the link is fixed and known at the network advisor.

To determine the throughput and state of individual flows, the network advisor
sends the flow signature consisting of the IP address and transport layer port to the
network monitor. The network monitor at the router uses a connection tracking
module to gather the information. In the case of Linux OS, the kernel module
conntrack is used. For Microsoft Windows based systems, the Event Tracking for
Windows (ETW) is used in the network and flow monitor. If a flow is monitored,
the router sends once in a second the current throughput of the flow to the network
advisor which calculates the moving average for this flow.
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Mesh Network Advisor

The mesh network advisor is the central entity triggering the resource manage-
ment. It periodically collects information from the network and receives infor-
mation from the event-based application monitors. All information is stored in a
database so that a set of information about current applications in the network and
the current network situation are known. Based on this information, the network
advisor is able to trigger a number of resource management actions.

To be able to conduct the resource management actions, strategies are defined.
Strategies map a certain application key performance indicator to a set of resource
management actions. For example, there is a strategy for the buffered playtime of
YouTube video streaming that is associated with the resource management action
Gateway Change. This strategy is introduced in Section 4.2.3. In contrast, there is
additionally a strategy that allows combined resource management. Here, in the
resource management strategy, two actions are included, for instance, Gateway
Change (network control) and Video Resolution Change (service control), see
Section 4.2.3.

Within each strategy, for each application and key performance indicator, a
critical threshold is defined. If this threshold is exceeded, the network advisor
assumes that the application is in a critical condition. If this is the case, it runs the
resource management actions of the set of actions defined in the strategy. Each
resource management action returns a status information as return value that indi-
cates (a) whether the action was successful, or (b) how long it should wait before
the next resource management action is triggered. A waiting period after a trans-
acted resource management action is necessary since it takes a short time until
an action is enforced in the network. After each action the network advisor waits
the time that the previous resource management action returned. If the action was
not successful, it executes the next resource management actions in the list. If a
resource management action was successful, the network advisor terminates re-
source management and evaluates again the key performance indicators whether
the application is in a critical state or not.
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YouTube Resource Management Actions

Resource management actions are undertaken at gateways and routers in the net-
work. Depending on the capabilities such actions may range from additional
entries in the routing table to the prioritization of application classes or flows,
sophisticated resource allocation actions or even an active manipulation of the
application layer content. After the rule is enforced a confirmation is sent to the
network advisor. Figure 4.3 provides in addition to the components an overview
of their functionality.

4.2.3 Definition of Different Resource Management
Actions

We distinguish between two different types of resource management actions: net-
work control and service control.

The concept of network control covers all measures which alter network prop-
erties or influence the packet flow in the network. The general goal of this concept
is to improve the overall QoE of the users. To achieve this, the network has to re-
act dynamically to changing network conditions and requirements of the users’
applications.

In this work, two resource management actions that belong to network con-
trol are implemented: Gateway Change and Buffer-based Prioritization. The first
management action allows a rerouting of packet flows to different gateways with
less utilization. The second network management action implements traffic shap-
ing to fairly distribute the available capacity according to the application needs.
This is done by the prioritization of network flows in order to help applications if
their QoE deteriorates. We further refer to this as Buffer-based Prioritization. A
detailed description of the algorithms is given in the following subsections after
the enumeration of the implemented service control mechanisms.

The second type of resource management action which is investigated in this
work is service control. This includes mechanisms that control the users’ ap-
plications such that the QoE of a single service is assured. Similar to network
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control actions, this implies that applications must accept resource management
commands. As soon as a service level cannot be sustained, the service control
mechanism notifies the application. If a degradation in the quality of the service
is imminent, the application is adapted to the new conditions, if possible. Conse-
quently, the application quality experienced by the user can be alleviated slowly
and abrupt service failures which ruin users’ QoE [118] can be avoided.

There are many different mechanisms for reaching this goal. In this work,
video quality reduction of YouTube video streams is implemented by subse-
quently decreasing the video resolutions. In the following, it is called Qual-
ity Change. Other approaches include the adaptation of audio/video codecs
as it is already implemented by Skype, or within the Annex G extension of
H.264/MPEG-4 AVC video standard which is commonly referred to as Scalable
Video Codec (SVC).

Both types of resource management actions improve the QoE in the network.
Consequently, a combination of them is desirable for an efficient resource man-
agement. The combination, furthermore, can be done according to various objec-
tives or provider preferences. For example, one provider policy can save network
resources as long as an acceptable QoE can be maintained, or in contrast, the QoE
can be maximized by using all available network resources. Eventually, a com-
bined network and service control shall be provided, which utilizes network pa-
rameters, application parameters, and provider-dependent directives to maximize
the perceived quality for a set of users in the network while, in each situation,
minimizing network operator’s costs.

Network Control: Gateway Change

In access networks such as wireless mesh networks multiple gateways to the In-
ternet might exist. The resource management tool Nigel is responsible for dy-
namically assigning the clients to these different gateways [6]. Changing the In-
ternet gateway of a client during run-time requires taking care of the active con-
nections between a user and the Internet. To achieve this goal, Nigel follows the
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Mobile IPv4 approach. It establishes an overlay network that ensures a seamless
TCP handover. According to the Mobile IPv4 approach, an anchor - the ”gate-
keeper” - is located in the Internet as so-called home agent which maintains the
IP connection to the corresponding service. The overlay network between the
access point and the home agent is established via IP tunnels. Thus, selecting
another Internet gateway changes the routing of the IP tunnel. As a consequence,
changing the Internet gateway of a client does not affect the actual connection
between the home agent and the Internet service as only the virtual paths of the
IP tunnels are changed. Based on the monitored information about the current
gateway utilization and the needs of the hosted application streams, the network
advisor decides which stream is assigned to which gateway. In the following, the
algorithm and Nigel’s gateway switching policy are described in detail.

Nigel is installed at the edges of the access network, namely on each ac-
cess point and on the gatekeeper. The nigel instance at the access point manages
the uplink direction while Nigel running at the gatekeeper is responsible for the
downlink direction. To switch a stream to another gateway, a message is sent to
Nigel running on the client’s access point, naming the new gateway. It switches
the uplink and sends a message to Nigel on the gatekeeper also naming the new
gateway. Nigel on the gatekeeper switches the downlink and confirms the gate-
way switch.

In Figure 4.4 the resource management policy of the gateway change is de-
picted. The network controller checks at each status update of a YouTube flow if
the condition for the resource management action is met, and if the video is al-
ready playing. The condition for Gateway Change for YouTube video streaming
is that the buffered playtime is below 10 s and that the start time is at least 5 s ago.

We define for YouTube a threshold of 10 s buffered playtime and a start delay
of at least 5 s to ensure that the web page and the video player is loaded as well as
that the playing of the video has already begun. The download and initialization
of embedded Flash objects within the browser can take up to a few seconds.
Moreover, it may happen that a YouTube video request of the video player is
redirected in some cases with HTTP error code 302 to a secondary YouTube
server due to overload which costs some additional time.
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Figure 4.4: Gateway Change algorithm.
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If all conditions are met, the resource management starts and the available
capacity of each gateway is determined. As long as the current gateway has suf-
ficient capacity, as long as the current gateway is the least utilized gateway, or as
long as the capacity difference between the current and the least utilized gateway
is negligibly small (less than 300 kbps), no gateway change is carried out. In all
other cases, the flow is allocated to the least utilized gateway.

Network Control: Buffer-based Prioritization

When multiple YouTube streams compete for the available capacity of a gate-
way, the capacity assignment is handled arbitrarily by the TCP protocol control
mechanisms. Therefore, it is possible that streams with similar needs get strongly
different shares of the available capacity. Consequently, one video might strug-
gle unnecessarily with low buffer sizes, increasing the probability of stalling (i.e.
interruptions). To overcome this TCP-caused behavior, means to prioritize strug-
gling streams and to distribute the available capacity more fairly according to the
application state are required.

Table 4.2 shows the prioritization policy which is performed on each gateway.
The video stream is assigned the respective priority 5 down to 1 with 1 being the
highest priority. For this action not only one critical state threshold, i.e. buffered
playtime is below one certain threshold, is considered. Instead, depending on the
current buffered playtime of a YouTube stream, its priority is updated on every

Table 4.2: Prioritization policy for YouTube.
Buffered Playtime Priority Class

> 15 s 5
> 10 s 4
> 5 s 3
> 2 s 2
≤ 2 s 1
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status update. The provided thresholds are critical for the resource management
and were obtained empirically as the most adequate values. They must be far
enough apart that the system does not tend to overreact, and close enough to
allow sufficient priority changes, in order to avoid situations where one video is
preferred for an excessively long period of time.

With this algorithm, the bandwidth can be allocated to the flows according
to their buffered playtime. All flows of the highest priority class are processed
first. The remaining capacity is now available for the flows of the second highest
priority class. Again, they are served according to their needs and likewise the
remaining capacity is available for next lower priority class. This distribution is
continued until either no more streams or no more capacity is left. Thus, it is
possible that flows of lower priority classes are not assigned any bandwidth at
all. As their buffered playtime decreases, consequently, their priority increases
and their needs are served again. Currently no actions are taken to distribute the
available bandwidth equally within a priority class.

Service Control: Quality Change

In case of YouTube video streaming, this resource management action allows to
dynamically change the video resolution on request. Depending on the uploaded
video, YouTube currently offers 240p (i.e. 240 pixels vertical resolution), 360p,
480p, and even High-Definition (HD) videos with 720p, 1080p or ”Original”,
which means a resolution of up to 4096x3072 pixels (4K). Each playback video
quality requires different download bandwidths and consequently, a change in
the video quality results in a change of the throughput of the YouTube video.
This effect is exploited by the resource management action. If there is enough
bandwidth available, the video quality is changed to the highest possible quality.
However, if the network is congested and the application monitor measures a
low buffer level of the YouTube video, a lower quality is suggested for the video
to ensure a smooth video playback without stalling. The implementation of the
quality change and the service control policy are described below.
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Figure 4.5: Quality Change algorithm.

To change the quality of a streamed video, the algorithm uses the YouTube
player API which provides the possibility to set the playback quality of the video.
The function causes the video to reload at its current position in the new quality
just as if the user herself clicked the corresponding button at the video player. The
old data is discarded and a new stream is requested from the YouTube servers.
Beginning with a new FLV header, the servers start to stream the video in the new
quality, i.e. the new resolution. Due to the new video stream and since the old data
is discarded, every quality change causes a short stalling event but prevents the
video from struggling with unsatisfiable needs which would result in even more
and longer stallings.
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To determine whether a quality change is necessary, the resource management
algorithm performs checks on each critical application state which are depicted
in Figure 4.5. The quality of the video is switched to the next lower level only if
the video playback time is already larger than 5 s and there was no other quality
change in the network during the last 2 s. These checks assure that only video
streams which are not in the initial phase and are struggling (i.e. have a small
buffer size) are changed by the algorithm.

Combined Control

While both network control and service control have proven their effectiveness in
different test cases, for different purposes, combined control actions are required.
As a start, two simple strategies are defined:

Network Control First As long as the problem can be solved by the network,
only network control is used.

Service Control First As long as a sufficient QoE can be guaranteed, only
service control is used.

For example, if the goal is to optimize the overall QoE, the first approach is
useful. This means that all possible resources are utilized without considering the
costs for transmission. In contrast, if the goal is to reduce the required transmis-
sion resources, the second strategy should be preferred. It can be used to a certain
extent to rather provide a medium quality for all users than a high quality which
may be, from the provider point of view, expensive compared to a lower quality.

4.2.4 Evaluation of Application-Aware Resource
Management for Wireless Mesh Networks and
YouTube

The resource management used for the measurements is based on the framework
for mesh networks as described in the previous section.

For the evaluation, the framework is installed in a wireless mesh testbed which
serves as access network for clients. The network consists of four mesh nodes
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which are connected by WiFi. One of the nodes is the access point (i.e. node
to which all clients are connected) and the other three nodes are mesh gateways
(i.e. mesh nodes having access to the Internet). The structure of the testbed is
the same as depicted in Figure 4.2. Each gateway has a fixed capacity of 3 Mbps
and, thus, forms the bottleneck of the network. Compared to the bandwidth of
3 Mbps at the gateway, we assume that the connection between testbed and the
YouTube server provides enough capacity, so that it does not have any effect on
the measurements. The network monitor tool is installed on each gateway node
to report its utilization and available capacity to the Internet.

Up to four client PCs are connected to the access point node by WiFi. They
give users the possibility to watch YouTube videos in a browser. On each client
the YouTube application monitor is installed to signal the presence of video
streams and to collect information. Additionally, one separate PC within the
mesh network hosts the network advisor which receives all information from
both, mesh monitors and application monitors, and decides about resource man-
agement actions. The network monitors at the gateways are connected directly to
the advisor. The application monitors communicate with the advisor through the
access point.

Reference Scenarios

The objective is to evaluate the resource management actions. Therefore, we
compare the behavior without resource management with the behavior when re-
source management is enabled. We consider different video qualities and dis-
tinguish between synchronous, i.e. the videos start at the same time, and asyn-
chronous start of YouTube videos. As metric for the evaluation, we focus on the
buffered playtime since, according to [120,135], stalling is the factor dominating
the QoE of YouTube video streaming.

Table 4.32 lists the combinations that are used in the scenarios with a syn-
chronous start of YouTube videos. The next section demonstrates how the startup

2A line is highlighted in this table since it is discussed later on in Section 4.2.4 or Section 4.2.4.
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(synchronous or asynchronous start) has a big impact on the stalling behavior due
to the pre-buffering pattern of YouTube. Therefore, in Table 4.42, for comparison,
scenarios with a delayed start are defined. In this scenario, the videos start with
an interval of 30 s. The first column in the tables indicates how many videos are
used. If x is the number of videos in resolution 480p, y is the number of videos
in 360p, and z is the number of videos in 240p, then x/y/z denotes how many
videos in 480p, 360p, or 240p are used for one test run. The other columns in the
tables show the results within the testbed network as a reference without resource
management and if only one gateway is used. The tables show the mean values of
number of stalling events, stalling length, used bandwidth, and theoretical band-
width, which were measured in the testbed. The discussion of the different results
is done in the next section. The table headings contain abbreviations. The mean-
ing of the abbreviations is explained in Table 4.5. For every combination at least
20 test runs are done. The columns in the tables show the average of all test runs.

Table 4.3: Synchronous video start - no control
Videos ns ts bw bwtot
0/0/1 0.00 0.00 0.92 0.69
0/1/0 0.00 0.00 1.61 1.20
0/0/2 0.14 0.61 1.84 1.38
0/1/1 0.14 0.79 2.53 1.90
1/0/0 0.00 0.00 2.55 1.90
0/2/0 0.55 13.19 2.98 2.41
1/0/1 0.92 47.45 2.96 2.59
0/0/4 3.50 20.71 2.98 2.76
1/1/0 1.57 144.00 2.97 3.11
2/0/0 1.57 263.43 2.98 3.80

Performance Investigations of the Reference Scenarios In the fol-
lowing, we determine situations in which YouTube encounters problems. In par-
ticular, this is the case if the network is overloaded. To allow a practical evalu-
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Table 4.4: Delayed video start - no control
Videos ns ts bw bwtot
1/0/1 0.14 2.69 2.98 2.59
0/0/4 0.43 1.93 2.99 2.76
1/1/0 0.84 129.47 2.98 3.11
2/0/0 1.78 247.64 2.99 3.80

ation of our results, we restrict ourselves to the reference scenarios and our test
network, and explain, based on estimations and practical measurements, when a
critical situation may occur. Consequently, our results apply for the particular net-
work only. However, the statement and the observations are also valid for other
small to medium-sized access networks or other network structures.

In the reference scenarios, the same YouTube video with three different sizes
of 240p, 360p, and 480p is used which have mean video rates of 0.69 Mbps,
1.20 Mbps, and 1.90 Mbps respectively. When considering only the mean video
rate, videos with a total rate of up to 3 Mbps should be able to run smoothly in
parallel on a single gateway (e.g. 4x240p with 2.76 Mbps, or 1x360p and 2x240p
with 2.58 Mbps). The videos, however, are coded differently across the entire
playing time using adaptive H.264/MPEG-4 AVC encoding. This may result in
variable video bitrates. It means that even if on average a video may fit on a link,
sometimes a higher temporal data rate is necessary to prevent the video from
stalling. A video with high motion at the beginning and a slow 360-degree video
pan over the scenery, for instance, at the end, is highly unequally encoded and
requires more data at the beginning than at the end. In order to take this into
account, YouTube generally transfers the video content within two transmission
phases. At the beginning, the buffer is filled initially with a certain amount of data
to compensate for variations in the video coding. This download pattern causes
different download rates that have to be considered in the resource management.

The specific download pattern of a YouTube video which is streamed in the
testbed is shown in Figure 4.6. In the upper figure it can be seen that from
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Table 4.5: Used metrics and their abbreviations
Abbreviation Explanation

ns
Average number of stallings during the
video playback

ts
Average stalling time during the video
playback

bw Average bandwidth used on the gateway
bwtot Sum of average video bitrate of all videos
ng Number of conducted gateway changes

|GW | Number of used gateways at the end
of the run

np
Number of conducted prioritization
changes

nr Number of conducted resolution changes

buf
Average buffered time of the videos at
the end of the run

the beginning the video uses the maximal available bandwidth of 3 Mbps and
the buffered playtime increases rapidly (lower figure). After the initial burst, the
stream is in periodic refill phase and the used bandwidth drops to a rate slightly
above the mean video rate. As a consequence, the buffer occupancy increases
more slowly.

Our measurements showed that the videos 240p, 360p, and 480p request a
mean bandwidth of 0.92 Mbps, 1.61 Mbps, and 2.55 Mbps respectively in the
first five minutes of the video. Compared to the mean total video rates, these
values are about 25% higher. Considering these higher bandwidth values, the
number of videos being able to run on a gateway in parallel need to be reconsid-
ered. For instance, in case of 1x360p and 2x240p despite of the total mean video
rate of 2.60 Mbps, the videos try to request a total bandwidth of 2x0.92 Mbps +
1x1.61 Mbps = 3.45 Mbps. Obviously, this data rate of 3.45 Mbps is too large for
the gateway such that not all demands of the videos can be satisfied.
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Figure 4.6: Reference measurement of YouTube streaming behavior for a 360p
video in the testbed

The reference scenarios can be divided into three categories depending on the
mean video rate of the videos. For each category a different kind of resource
management is performed later on.

Category 1: Video combinations having a total theoretical bandwidth of less
than 2.1 Mbps. The average stalling length is around 0 s. They run smoothly on
the gateway. No resource management is required.

Category 2: Video combinations having a total theoretical bandwidth between
2.1 Mbps and 3 Mbps. They use the maximal available bandwidth but stalling
occurs occasionally. The performance of the individual videos depends strongly
on the starting delay and order.
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Category 3: Video combinations having a total theoretical bandwidth of more
than 3 Mbps. They cannot run smoothly on the gateway and are almost perma-
nently stalling. Therefore, a resource management has to be performed to reduce
their required bandwidth. This is addressed later on in Section 4.2.4.

The second category is the most interesting one. If a video combination of this
category is put on a gateway and the videos are started at the same time (syn-
chronous start), there are two possible resulting effects. In the first case, one or
two videos manage to fill their buffers as desired, resulting to the third video’s
inability to keep the buffer on a constant level. After a while, one of the videos
will start stalling. In contrast, the others fill their buffer excessively. In particular,
videos with higher resolutions suffer from this situation due to their higher band-
width demands. The other possible effect is that all videos share the bandwidth
equally. Especially in case of different resolutions, this is not the best choice.
Instead, the videos should share the bandwidth proportional to their mean video
rate since the throughput of videos with higher resolution should be higher than
the throughput of low-quality videos, even if progressive download is used and a
buffer is filled. Our measurements showed that basically all combinations without
any resource management mechanisms end up in the first described situation.

Compared to Table 4.3 where the videos are started at the same time, in Ta-
ble 4.4 the results for the asynchronous start are depicted. The videos started one
after another and have their initial buffering phase in succession which leads to
less stalling. Thus, a simple possibility for resource management is to delay the
start of the videos. However, even if a video is started delayed, video combina-
tions having a theoretical bandwidth of more than 3 Mbps cannot run smoothly
without stalling.

Evaluating Different Control Approaches

Network Control: Gateway Change First, we consider the network con-
trol action Gateway Change. Four 360p videos are started sequentially with an
interval of 30 s using the same gateway. Figure 4.7 shows the temporal progress
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Figure 4.7: Dynamic gateway change with 4x360p videos, sub-figures show in-
dividual gateways
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of the buffered playtime of the videos for the different gateways. At first, a single
video is transmitted over Gateway 1 and its playout buffer increases in the usual
way. A second video is added to the gateway but its playout buffer cannot be
filled properly. Thus, the stream is switched to Gateway 3 where it gets enough
capacity to fill its buffer. The same mechanism is applied to two more videos
that use Gateway 1 as the initial gateway. The first stream is switched to another
gateway. The last stream is not switched since it would not improve the situation.
In the end, Gateway 2 and 3 host one stream each, and Gateway 1 hosts two
streams and all videos have sufficiently filled buffers.

This example shows that the gateway switching control mechanism helps
struggling streams to increase their playout buffers which avoids stalling of the
videos. According to [120, 135] stalling is the factor dominating the QoE for
video clips. Consequently, the QoE of the users is increased. From a network
perspective, this resource management leads to a balanced load on the available
network resources. Compared to common load balancing on network-layer, how-
ever, we take the instantaneous application state into account, i.e. the current
buffered playtime. This means that even situations where videos with different
resolutions are used, or when users pause the video, or jump within the video can
be addressed. For example, if a user is manually selecting a higher resolution, the
resource management algorithm will recognize this due to a low buffer state and
will relocate the flow to another gateway if capacity is available.

In Table 4.6 the other test runs and their aggregated statistics can be seen.
Compared to the reference scenario, the average number of stallings and the aver-
age stalling lengths have diminished as up to three gateways are used. Especially
when the videos are started delayed, the videos face almost no stalling. However,
four 480p videos do not fit well on the three gateways of our testbed. Thus, with
this combination stalling cannot be prevented.

In general, from a QoE perspective, stalling can be avoided if enough capacity
is available to support all YouTube videos. However, situations where a video on
one gateway buffers too much data and certain videos suffer from this cannot be
avoided. This issue is addressed in the next section.
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Table 4.6: Delayed video start - dynamic gateway change
Videos ns ts ng |GW | bw bwtot
0/0/4 0.04 0.17 1.33 2.33 3.71 2.76
1/1/0 0.10 0.20 1.50 2.00 4.18 3.11
1/2/0 0.11 0.83 2.37 3.00 5.74 4.31
0/4/0 0.03 0.15 2.80 3.00 6.16 4.82

Network Control: Buffer-Based Prioritization In this section, we show
that buffer-based prioritization of video streams helps to avoid stalling. In this
example, a 480p and a 240p video stream compete for the bandwidth of the same
gateway. Both videos do not fit at the same time on a single gateway and cause
each other to stall as shown in the highlighted row in Table 4.3.

In Figure 4.8 the temporal progress of the buffered playtime is depicted. As
described in the reference scenario and as can be seen in Figure 4.8(a), the 480p
suffers most in this situation due to its higher bandwidth demand. The video can-
not fill its buffer appropriately and is going to stall. In Figure 4.8(b), the situation
with prioritization is depicted. The horizontal dashed lines represent the priori-
tization classes (cf. Table 4.2). If the buffered playtime of the stream is low, its
priority is increased compared to the other stream. Then, the video is able to fills
its buffer and the bandwidth requirements of the video are met until its priority
becomes lower. Next, if the priority is lower, the other video can fill its buffer.
This behavior continues until the end of the test run. Now, the buffer size of the
480p video oscillates around the last priority threshold and the 240p video con-
tinues to fill its buffer. Thus, with buffer-based prioritization it is possible that
both streams coexist and none has a critically empty playout buffer.

In Table 4.7 it can be seen that in this example the average stalling length
decreases from 47.45 s (cf. Table 4.3, highlighted line) down to 7.07 s. With the
other combinations in the test scenario, the stalling decreases, too. This shows
that buffer-based prioritization as a network control mechanism works well for
our test network and is able to avoid TCP-caused problems with bandwidth shar-

126



4.2 Application-Aware Resource Management for Wireless Mesh Networks

0 50 100 150 200 250
0

20

40

60

80

B
uf

fe
re

d 
pl

ay
tim

e 
(s

)

Time (s)

 

 

Video 1 (480p)
Video 2 (240p)

(a) Without prioritization

0 50 100 150 200 250
0

10

20

30

40

B
uf

fe
re

d 
pl

ay
tim

e 
(s

)

Time (s)

Priorities 1 to 5

 

 

Video 1 (480p)
Video 2 (240p)

(b) With prioritization

Figure 4.8: Buffer-based prioritization with a 480p and a 240p video, sub-figures
show the situation with and without prioritization

ing. With respect to the QoE, this method allows an increase in QoE since a
YouTube video which is almost stalling all the time can be supported without
stalling, assuming the available capacity is enough for all YouTube videos.

Service Control: Video Resolution Change In the following, the perfor-
mance of service control resource management actions is evaluated. The effects
of video resolution change can be seen in Figure 4.9 in which two 480p videos
are started sequentially with an interval of 30 s. The reference scenario (cf. Ta-
ble 4.4, highlighted row) shows that in a normal situation the videos would stall
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Table 4.7: Synchronous video start - buffer-based prioritization
Videos ns ts np bw bwtot
0/2/0 0.18 0.42 36.00 2.99 2.41
0/1/2 0.33 1.64 95.00 2.99 2.59
1/0/1 0.63 7.07 116.73 2.99 2.59
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Figure 4.9: Video resolution change of two YouTube videos

permanently. In this scenario, service control is enabled which means that the
video resolution is scaled down if the buffer occupancy drops below the control
threshold. The figure shows that the 480p videos are changed to 360p one after
another. Two 360p videos fit on a single gateway and each video is able to fill its
playout buffer. Thus, in this case almost no stalling occurs and the video streams
can coexist in the network. We have to point out that in our implementation, ev-
ery resolution change (i.e. the start of a new video stream) causes a single stalling
event which could be prevented by a smarter video player. Instead of discarding
all data the smarter player could start the new stream early enough and switch the
resolution seamlessly after playing out the whole buffer.

From a network point of view, a change to a lower resolution results in lower
bandwidth requirements of the YouTube video. This has only a minor effect
on the QoE (please refer to [120, 135] for a more refined analysis), but avoids
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Table 4.8: Synchronous video start - video resolution change
Videos ns ts nr bw bwtot
1/1/0 0.70 15.98 2.10 2.45 3.11

Table 4.9: Delayed video start - video resolution change
Videos ns ts nr bw bwtot
0/2/0 0.08 0.89 0.27 2.86 2.41
1/1/0 0.43 6.54 1.35 2.83 3.11
2/0/0 0.76 17.83 2.86 2.55 3.80

stalling, which in turn avoids a severe QoE degradation. In fact this resource
management action is particularly useful in overload situations. It works how-
ever only if the YouTube video is available in different resolutions.

In Tables 4.8 and 4.9 the aggregated statistics of the test runs are shown. It can
be seen that the service control mechanism is useful as it helps the videos to fill
their buffers to an adequate level. Stalling is short (especially with delayed video
start) and could be fully prevented by a smarter player. Moreover, with service
control, more video streams fit on the gateway than in the reference scenario.
Thus, more users can be served at the same time in the test network.

This resource management action benefits, in our test network, in particular
from the use of prioritization. Due to the YouTube streaming behavior with TCP,
service control overreactions, i.e. too many and unnecessary resolution changes,
might occur. To reduce the number of these overreactions, additionally applying
buffer-based prioritization turned out to be helpful. In Figure 4.10, again, two
480p videos are started on the same gateway. This time, the buffer-based priori-
tization is activated as well. It turns out that both video resolutions are changed
down to 360p and that the buffers of the videos are filled faster. The aggregated
statistics of this example can be seen in Tables 4.10 and 4.11. In our test runs
(delayed start) the average number of resolution changes dropped from 2.86 (cf.
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Figure 4.10: Video resolution change with buffer-based prioritization for two
YouTube videos

Table 4.9) down to 2.36 by additional prioritization. Furthermore the average
stalling length decreased from 17.83 s down to 4.25 s which further indicates the
possible gain of a combined control strategy, which is covered in the next section.

Table 4.10: Synchronous video start - video resolution change combined with
buffer-based prioritization
Videos ns ts np nr bw bwtot
2/0/0 1.02 4.52 43.38 2.19 2.94 3.80

Table 4.11: Delayed video start - video resolution change combined with buffer-
based prioritization
Videos ns ts np nr bw bwtot
2/0/0 0.88 4.25 40.20 2.36 2.82 3.80

Combined Control To investigate the performance of a combination of the
separately operating mechanisms, we consider the following example video com-
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bination. Four 480p videos are started in our testbed on the same gateway which
would result in a heavy stalling according to our reference scenario without any
control mechanisms. With combined control, the following three different strate-
gies are examined.

Policy 1: Network Control First The four videos are distributed among the
three available gateways. On one gateway two video streams remain which ex-
ceeds the capacity of the gateway. Thus, the resolution of the two videos are
changed to 360p. Almost no stalling occurred and all videos could fill their
buffers. This strategy reacts quite fast. However, many resources are needed.

Policy 2: Service Control First The videos are scaled down to a lower resolu-
tion first. As even four 360p videos do not fit on the gateway, the service control
is applied again. Then, all videos have a resolution of 240p. As no more service
control is possible, one stream is switched to another gateway. This stream could
then be switched to a higher resolution again as the capacity of the gateway is
sufficient. If prioritization is additionally enabled, it is even possible to use only a
single gateway without much additional stalling. This ”strict” gateway minimiza-
tion would be the most resource efficient strategy. However, there is a trade-off
between resource utilization and buffer occupancy (i.e. risk of stalling).

Policy 3: Moderate Mix This example is depicted in Figure 4.11. All videos
are scaled down to 360p first. Then, network control is enabled and two streams
are switched to another gateway. Thus, again, two gateways are used but the
videos can be kept on a higher resolution. This strategy addresses the trade-off
between Network Control First and Service Control First.

The results of all strategies are summarized in Table 4.12. In case of our test
scenario, the lowest number of stallings is achieved with the Network Control
First strategy. Here, all three gateways are activated, which yields to a higher
resource utilization compared to the other policies. Assuming that a quality of
360p is sufficient for an acceptable QoE for YouTube video streaming, the best
trade-off between QoE and utilized network resources can be achieved with the
Moderate Mix strategy.
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Figure 4.11: Combined control with policy Moderate Mix, sub-figures show the
individual gateways (gateway 3 is not used and therefore, not dis-
played)

To conclude this evaluation, we summarize work done so far. We evaluated
the impact of resource management concepts for wireless mesh networks for
YouTube video streaming in the previous subsection. The load can be balanced
on different mesh gateways, if available, or the prioritization of the streams can
be dynamically changed.

The results show that more YouTube users can be supported. The second op-
tion, service control, allows for changing the resolution of the YouTube video.
Finally, the best trade-off between QoE and resource efficiency can be achieved

132



4.3 Application-Aware Packet Scheduling in Cellular Networks

Table 4.12: Combined control
Policy ns ts ng |GW | np

Network control first 0.57 4.03 2.13 3.00 76.88
Strict service control first 1.04 10.47 1.00 2.00 77.92
Service control first 1.54 11.96 0.00 1.00 147.61
Moderate mix 0.86 6.93 2.32 2.00 87.53

nr buf bw bwtot

Network control first 2.03 43.27 7.55 7.61
Strict service control first 8.00 52.93 3.73 7.61
Service control first 8.00 7.65 2.20 7.61
Moderate mix 4.00 34.86 5.81 7.61

using a combined control approach. Our findings here are that a strategy using
a moderate mix of network and service control helps to keep the QoE on a high
level without using too much resources in our test network and thus, reducing the
energy consumption and the operational expenditure.

4.3 Application-Aware Packet Scheduling in
Cellular Access Networks

Another important type of access network are cellular communication networks.
The penetration rate is increasing worldwide [153] and the volume of data grows
exponentially for years [154]. Mobile operators face the challenge that the costs
must be reduced in order to increase profits, but the demand of the users steadily
doubles every year. In the following, application-aware resource management is
applied to the air interface of cellular networks.

Due to the ongoing liberalization of telecommunication markets, end users are
in the position to freely choose between different mobile operators. The result-
ing intensive cost-driven competition among the different players has lead to the
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commoditization of Internet access services. Consequently, the mobile operators
must reduce costs and increase the revenue per transmitted data. However, when
price levels and pricing schemes become more and more low, another factor in-
fluencing a person’s network choice comes into play: the quality of a service as
perceived by the end user. Application-aware resource management may help in
this case in both directions. It may improve the network efficiency, resulting in
a potential cost reduction, as well as it might increase the user-perceived qual-
ity for a service. The numerical quantification of these benefits is subject to the
following evaluation.

In the following, we restrict ourselves to the technical details for implement-
ing application-aware resource management in cellular networks. In the remain-
der, the problem definition is given and the architecture is described in Sec-
tion 4.3.1. Subsequently, two application-aware scheduling mechanisms are pro-
posed in Section 4.3.2, which are evaluated and discussed in Section 4.3.4. In
Section 4.3.3, the evaluation methodology is presented.

4.3.1 State of the Art Quality of Service Management in
Cellular Networks

The challenges in mobile communication networks for operators are twofold: on
the one hand, customers have high expectations on the delivered quality the ser-
vices, which will be to a large extend based in the Internet and not under the
control of the operator. On the other hand, the operator must minimize the on-
going costs of operating the network. These often contradictory objectives imply
that for providing high QoE to the customers, novel solutions based on traffic
differentiation according to the application or service requirements are needed.

The current mobile communication paradigm therefore is to differentiate on
service level for provisioning of QoS to the end user. For this purpose, different
QoS classes are standardized which are then mapped to different applications
according to their approximate requirements.
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From a technical perspective, in 3GPP LTE bearers are used to forward the
data between user equipment and the Internet gateway. A bearer is a virtual con-
nection between an end user device and the packet gateway of the mobile network
to the Internet. Each bearer is set up with a bearer QoS profile that specifies guar-
anteed parameters on network level. With the classification into different QoS
classes, groups of network flows with similar needs are prioritized equally and
packet scheduling of different groups is done according to the QoS definitions.

The problem however is that, at present, almost every mobile network exclu-
sively establishes only default bearers for data transmissions without guaranteed
resources. The reason is that the mapping between IP traffic and QoS classes is
not clear. Further information is required, e.g. more knowledge about the applica-
tion, current requirements of the application, IP traffic-on-application mapping.

Application-aware resource management is able to provide more application-
related information to the network. It can feedback quality indicators for appli-
cation obtained by the monitoring. They can be used to determine the current
demand of an application on the network. This allows to influence the bearer
handling to address the quality of the applications of the users.

Similar to the discussions on mesh networks, this knowledge about the ap-
plications also provides another nominal degree of freedom for the network. A
bearer can thus be regarded as critical, if applications are transported in it that
are in a critical state. In contrast, even the traffic forwarding for bearers may be
postponed if they contain non-critical traffic, releasing resources for other appli-
cations.

In the following, an application-aware traffic handling is defined in the air
interface at the base station of a mobile network. At the base station, the or-
der for the transmission of packets (packet scheduling) is affected based on the
application-aware quality indicators. This is done in addition to other parameters
such as signal strength or experienced inter-cell interference. In this work, it is
assumed that the scheduling can be divided into two sub-functions. These are the
packet scheduling and the resource allocation. The packet scheduling determines
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the order of processing of the packets. The resource allocation places the packets
on the transmission frame according to this order and determines transmission
parameters such as modulation and transmission strength.

Following the definitions for application-aware resource management in Chap-
ter 3, several components are required. As indicated in Figure 4.12 and 4.13,
two additional components are used within the network. The application moni-
tor provides information to the network advisor. Hereupon, the network advisor
influences the packet scheduling at the base station.

4.3.2 Definition of Application-Aware Packet
Scheduling

We define two distinct scheduling algorithms for application-aware packet
scheduling: (1) buffered playtime scheduling for YouTube and (2) application-
aware utility scheduling for multi-application scenarios. The first algorithm pri-
oritizes YouTube on demand according to the buffer level. The second algorithm
tries to schedule the applications according to their anticipated QoE value by
weighting key quality indicators for applications. Here, the quality indicators are
solely based on application information. Further on, we additionally define two
reference scheduling algorithms for comparison.

YouTube Scheduling According to the Buffered Playtime

In this approach, the buffered playtime of YouTube is utilized to optimize the user
perceived quality for YouTube. The scheduling is done as follows. As illustrated
in Figure 4.14(a), as soon as the buffered playtime of one YouTube client falls
below a threshold of α seconds, a signaling event is generated by the network
advisor. Additionally, if the buffered playtime exceeds a second threshold of β
seconds, again a signaling event is generated. In the scheduler, a bearer is tagged
as being in a critical state if feedback is received indicating that the buffered
playtime is below the threshold α. It is assumed that a user mainly runs a single

137



4 Application-Aware Resource Management for Cellular and Mesh Networks

application. Thus, a prioritization of a bearer only affects a single application as
desired. A bearer is tagged as normal if the network advisor indicates that the
threshold β is exceeded.

In Figure 4.14(b) the scheduling at the base station is depicted. If the scheduler
receives a packet, it checks whether the packet belongs to a bearer in a critical
state or not. If the state of the bearer is critical, then the client is prioritized by
the scheduler. The scheduler prefers this packet over other users and allocates it
to the transmission frame. In all other cases, the packet is passed to the resource
allocator as in the normal case which means that the scheduling is done according
to a certain fairness metric, which may consider channel quality or service-level
QoS parameters.

The proposed scheduling does not follow a proactive approach to optimize the
QoE. Only if a QoE degradation is imminent, in spite of the normal scheduling,
this approach will prioritize a flow in order to avoid QoE degradation. The ad-
vantage of this approach is that the scheduling is done according to the state of
the end user application to provide an acceptable quality, and not by the network
by maintaining certain QoS levels for the application

(a) Signaling events.

Packet scheduling

Traffic to 

deliver

Application state 

critical for this flow? no

yes

Resource 

allocation as 

normal

(default)

Prioritize 

the packet

(b) Application-aware packet scheduling process
at base station.

Figure 4.14: Scheduling process and signaling events for the YouTube buffer-
based scheduler.
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Application-Aware Utility Scheduling

The application-aware utility scheduling defines a utility function for scheduling.
The utility function returns a value depending on the running applications which
can be used to weight different bearers with each other. The approach is similar
to a proportional fairness scheduler, as commonly used in mobile communica-
tion systems. However, instead of using a priority proportional to the possible
throughput, a throughput inversely proportional to the current weighted appli-
cation quality indicator is used. Hence, if the application is currently in a very
good condition, it is assigned a very low priority. However, if the application is
in a poor condition, it gets a higher priority. The quality indicator ranges from
1 (poor) to 5 (excellent). The network advisor maps certain application layer
information onto this quality indicator by the metrics presented in Table 4.13.
For YouTube, the buffered playtime is taken into account. For web browsing,
the download time of a web page is monitored and for downloads, the current
throughput is measured [155].

Table 4.13: Mapping of quality indicator to application parameter.
Quality File download Web browsing YouTube

indicator throughput page loading buffer
value [Mbps] time [s] level [s]

1 < 0.25 > 5 < 2
2 0.25 - 0.5 3 - 5 2 - 4
3 0.5 - 1 2 - 3 4 - 8
4 1 - 2 1.5 - 2 8 - 16
5 > 2 < 1.5 > 16

Quality Skype
indicator resolution frame rate image quality I

value F [fps]
1 160x120 any any
2 320x240 any any
3

3 + F
35fps

+ (2I − 1)4 640x480
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Reference Schedulers

For comparison, two different reference schedulers are defined: the round-robin
scheduler and the proportional fair scheduler. The round-robin scheduler assigns
each user equal portions of transmission resources in circular order.

In contrast, the proportional fair scheduler addresses both fairness and
throughput in the network. This is achieved by assigning each user i at transmis-
sion frame f a priority M which is based on the present achievable transmission
rate r and the previously achieved overall throughput R.

MR
i (f) =

ri
α

Ri
β
. (4.1)

It should be noted that the resulting total bandwidth of the network depends on
the scheduling since different assignments lead to different user throughput due
to the adaptive modulation and coding of the users.

4.3.3 Evaluation Methodology

In the following, the simulation is described and the application models are de-
fined.

Description of the Simulation

One mobile cell is simulated with a time-discrete event-based simulator for LTE
mobile networks. The physical data transmission is performed on the basis of
precalculated link-level curves for packet error and goodput from separate sim-
ulations with the LTE Downlink Link Level Simulator of the Vienna University
of Technology13. The simulator implements a complete signal processing chain
for the traffic channel. PHY and MAC functions are implemented according to
LTE release 8 [156] as specified in [157, 158]. A carrier frequency of 2.5 GHz,

31http://www.nt.tuwien.ac.at/ltesimulator
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a bandwidth of 5 MHz, and a cell diameter of 250 m have been chosen. The sig-
naling and control channels are simulated as error-free. Based on this physical
simulation, a complete system model is implemented with TCP transport pro-
tocol and application layer. TCP Cubic with congestion control, error detection
and flow control is simulated for each user to obtain realistic scenarios even in
overload situations. The propagation model for the data transmission consists of
path loss, shadow fading, and multipath fading. Path loss is calculated according
to the Winner II urban macro-cell model [159]. Furthermore, the shadow fading
decorrelation distance is set to 50 m. The users move around randomly within the
cell with a speed of 1 m/s. For this purpose, 200 SNR channel traces have been
precalculated since on the fly computation is very time consuming. One SNR
channel trace is assigned to each user with a random time offset. The users are
able to watch YouTube videos, conduct Skype-like video calls, download files, or
surf the Internet. The models are defined in the subsequent subsection.

Only the downlink is considered in this work, since it is assumed that this
constitutes the bottleneck of the access network. The transmission is controlled
by a packet scheduler. Each user has a packet buffer which is limited in size.
The packet scheduler chooses the packets from the user queues according to the
scheduling algorithm and passes them to the resource allocator. The resource
allocation then selects the appropriate modulation and encoding based on the
link-level curves depending on the users channel and places it in the frame.

Modeling of the Investigated Applications

For application-aware scheduling, it is important to model the application accu-
rately. This section describes the modeling of the four investigated applications
for the evaluation, namely file download, web browsing, YouTube, and Skype.

File Download The file download is the simplest application in the simula-
tion. It represents the download of a big data file. Therefore, a best-effort trans-
mission over TCP is simulated. The HTTP protocol is not simulated. The size
of the downloaded data can be specified by the user. Hence, the download only
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depends on the simulated physical link and the behavior of the TCP congestion
avoidance algorithm.

Web Browsing Web browsing of a user is modeled as follows. A web session
consists of the download of a web page followed by an exponentially distributed
reading time of a mean of 3 s. The web page itself consists of a main object
and several embedded objects. Embedded objects are images, JavaScript code
or CSS style sheet instructions. The number of embedded objects, the size of
these objects and the size of the main object follow random variables whose
distributions are listed in Table 4.14. TCP is used as transport protocol. The web
server takes care about the TCP connection handling. The keep-alive timeout for
HTTP/1.1 connections is set to 5s based on the values of the default configuration
of the Apache web server. Furthermore, no speed or connection limit is set.

Table 4.14: Web session simulation parameters.
reading time neg. exponential: Exp(3s)
volume main object log-normal: lnN (10 kB, 25 kB)

∈ [100 B, 2 MB]
number of embedded objects truncated Pareto(scale, shape, max):

Pr(1.1,2,55)
volume embedded object log-normal: lnN (8 kB, 126 kB)

∈ [50 B, 2 MB]

YouTube The YouTube Flash Player and a YouTube download server is simu-
lated for YouTube users. The player processes HTTP data to display the YouTube
video. In particular, it calculates the current buffered video playtime in seconds.
The player may stall if the playtime buffer is empty. The play-out delay after
stalling is set to 3 s buffered playtime which is the current value of the YouTube
video player. Adaptive video streaming is not considered. The YouTube down-
load server behavior follows [160] with refinements according to own measure-
ments. The download speed is controlled by the server in two phases. The size
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Sip of the initial best-effort phase depends on the mean data rate x of the Adobe
Flash video. It corresponds to a buffered playtime of 40 s, hence it is calculated
as

Sip = 40s · x. (4.2)

The periodic phase sends data in blocks of 64 kB with a fixed inter-arrival time.
The inter-arrival time ∆Tarr depends on the target transmission rate which is
125 % of the mean data rate x of the Flash video, but has a maximum of 2.096 s.
Therefore it is calculated as

∆Tarr = min(2.096 s,
64 kB

1.25x
). (4.3)

Skype-like Video Conferencing The objective is to model a Skype-like ap-
plication that dynamically adjusts the video parameters depending on the network
quality. For this purpose, measurements of Skype from February 2012 serve as a
basis for modeling. This section is separated into two different parts, describing
the server model for the sending behavior on the one hand, and the self-adapting
client behavior on the other hand.

Sending Behavior. We consider only video calls. A call can be started and
finished. Hence, it cannot be degraded to a voice call or instant messaging. Addi-
tionally, no connection process and buddy list updates take place in background.
Only the downlink direction is taken into account. Due to this, the application
in the simulation only performs unidirectional transmitting of data directly from
a so-called Skype server to a client with UDP transport protocol. Consequently,
server and client must be started two times for a realistic video call, as in both
directions usually video is transmitted. It is assumed that Skype can adjust three
parameters in order to adapt to the current network performance. According to
our measurements, the frame rate pmfr , the resolution pres, and the image qual-
ity pqua can be adjusted during video calls. The maximum frame rate is set to
35 fps. The image quality is modeled by a factor between 0 and 1. An image
quality of 1 corresponds to the best quality. Values below 1 indicate that some
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kind of lossy compression is used. There are three resolutions available. They are
’640x480’, ’320x240’, and ’160x120’ which result in a data rate ratio of 100 %,
25 %, and 6.25 %. The Skype server periodically sends data blocks to the client.
The block inter-arrival time can be described by

∆Tar = 1/pmfr. (4.4)

Next to pres and pqua, the block size additionally depends on a total data rate.
It is set to ptdr = 1.2Mbps. The maximum frame rate is set to pmfr = 35.
Consequently, the block size for our Skype-like application is described by

Bsize = ptdr · pqua · pres/pmfr. (4.5)

Self-Adapting Behavior. In order to instantly react to poor network condi-
tions, the application in our model measures packet delay. A high packet delay
is assumed to be caused by high network load. Therefore, the client signals the
server that it should enter a poor network routine in order to decrease the quality
of the video call. This is exactly done if the measured mean packet delay during
the last second exceeds the threshold of 75 ms. In the next step, the application re-
sets the parameters for the frame rate and the image quality. Afterwards, periodic
requests of the current packet delay serve to estimate the current performance of
the connection. In case the packet delay stays below the threshold of 75 ms, the
frame rate is increased in our model up to 17 fps. In case the packet delay ex-
ceeds the threshold, the image quality is decreased in steps of 0.1 to a minimum
of 0.5. Afterwards, the resolution is decreased, while the image quality is set to
1. The algorithm stops if either the minimum resolution and image quality or the
targeted frame rate is reached.

In addition, the application in our model also performs a second routine in
order to increase the video quality, if possible. This routine runs periodically
every 10 s during the complete Skype video call. It is only activated if the previous
described routine is not active. If the packet delay is lower than a threshold of
35 ms, the algorithm starts to increase the video encoding until the packet delay
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exceeds the threshold. The encoding is increased every 500 ms. Our model first
tries to increase the resolution, afterwards the image quality is increased and
finally the frame rate is increased. If the packet delay exceeds the threshold during
this procedure, the encoding is set back to the last working encoding and the
routine stops.

4.3.4 Evaluation of Application-Aware Packet
Scheduling for HTTP Downloads and YouTube

In the following three subsections, the evaluation of the two application-aware
scheduling algorithms is performed. The first scheduler is described in detail to
illustrate the impact on the network performance. For this purpose, an evaluation
on YouTube and dowloads is performed in this subsection (Section 4.3.4). In the
following subsection, the impact of the scheduler on web browsing sessions and
YouTube is presented (Section 4.3.5). For the second scheduler, three different
scenarios with multiple users and random arrival requests are evaluated in the last
subsection (Section 4.3.6). The aim is to conduct a comprehensive quantification
of application-aware scheduling mechanisms.

At first, the YouTube scheduler according to the buffered playtime is investi-
gated with a YouTube user and three HTTP downloads. The YouTube user starts
at time instance zero, the downloads start randomly with a delay. The delay is
determined according to an exponential distribution with a mean of two seconds.
The main performance metric here is the buffered playtime of the YouTube video.
The best-effort downloads are responsible for heavy load in the cell which af-
fects the buffered playtime of the YouTube video. The results are compared to
the round robin scheduling algorithm.

Reference Scenario

We begin with a brief presentation of the reference situation with round robin
scheduling and the four users. Figure 4.15(a) depicts the throughput of the four
users. The YouTube user is indicated by the red curve. Download users are shown
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Figure 4.15: Round robin scheduler with three download users and one YouTube
user

in blue color. On the x-axis the transmitted data in Mbps is shown. The y-axis
shows the simulation time in seconds. The figure shows that the throughput is
almost equal for all users and will only be influenced due to the different trans-
mission channel conditions of the users since they are moving. Figure 4.15(b)
shows the resulting buffered playtime of the YouTube video over the simulation
time. The sharp increase of the buffer at 7 s is due to the video encoding since
there is a small period with very low encoding rate from 5 to 6 s of video play-
time. At 13 s the buffer is empty. The video begins a buffering period, and the
user experiences video stalling.

Buffered Playtime Scheduler

In Figure 4.16 the same scenario is depicted as in the previous one but with the
buffered playtime scheduler which dynamically prefers the YouTube video in the
case of low YouTube buffer.

The first sub-figure of Figure 4.16 presents the cumulative downloaded data of
the downloads and the YouTube video player. Together with Figure 4.16(b) the
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Figure 4.16: Buffered playtime scheduler with three download users and one
YouTube user

difference between the buffered playtime scheduler to the round robin scheduler
is depicted. The YouTube flow is prioritized at the beginning and for 1.6 s at about
11 s due to the scheduling strategy. Almost no data is transferred at these time pe-
riods to the download users since YouTube is using nearly the whole bandwidth.
Outside these time periods, the data is equally scheduled among the users as in
round robin strategy. Figure 4.17 shows the corresponding buffered playtime. The
buffer level is always greater than zero, and no stalling occurs. The thresholds for
the prioritization are visible: if the buffer level is higher than 15 s, round robin
scheduling is used. Since, in this scenario with four users, the throughput during
the round robin phase is not sufficient, the buffer level decreases afterwards. If
the buffer level falls below 10 s playback time, YouTube is prioritized again.

For quantifying the YouTube QoE, concrete mapping functions, depending on
the length of stalling and the ratio of stalling, are proposed in literature. Accord-
ing to [161], one stalling already results in a QoE degradation from MOS 5 to 3.2
if the stalling length is 3 s until the flash player will restart the video playback.
Another buffering period would further decrease the MOS value from 3.2 to 2.5.
Contrary to YouTube, the QoE of file downloads is more robust. Especially for
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Figure 4.17: Buffered playtime of YouTube video with buffered playtime sched-
uler.

long downloads a small delay can be tolerated [155]. In this case, the download
time of the downloads increase by 3.8 to 5.3 s per download depending on the
channel conditions of the YouTube user for the two prioritization periods.

4.3.5 Evaluation of Application-Aware Packet
Scheduling for Web Browsing Sessions and
YouTube

In this subsection, web browsing users are simulated together with one YouTube
user. A web session of a web user is defined as described in the simulation section,
cf. Table 4.14.

Figure 4.18(a),(c),(e) show results for one web user and one YouTube user.
Figure 4.18(a) shows in red color the throughput of the user who is watching
the YouTube video and in blue color the web user throughput. The web user
is watching three web pages at 7 s, and 10 s. The web traffic is influencing the
YouTube throughput: the YouTube throughput is decreasing while the web traffic
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Figure 4.18: Web browsing with one YouTube video, one web user on the left, 10
web users at the right column.
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is increasing during the reading time of the web user. Figure 4.18(c) shows the
corresponding accumulated data during the simulation time of the YouTube video
only. The two download phases can be seen. At the beginning, YouTube is doing
an initial buffering. Afterwards, there is a periodic buffer refill which is also re-
flected by the throughput in Figure 4.18(a). With one web user the YouTube video
time buffer remains stable over the whole simulation time which is depicted in
Figure 4.18(e). After the initial buffering, here, the buffer is kept at about 27 s.

Now, Figure 4.18(b),(d),(f) show the situation with 10 web users and round
robin scheduler. The blue curve shows the throughput of all web users. The red
curve shows the throughput of the YouTube user. The YouTube throughput de-
creases to about 300 kbit/s - 500 kbit/s due to the round robin scheduling which
treats all TCP flows of the users equally. Figure 4.18(f) shows that the YouTube
player is not even able to complete the initial best-effort buffering phase. With 10
users, the buffered playtime in Figure 4.18(f) remains below 5 s and stalls again
at 13 s.

We now show the buffer progress with a buffered playtime scheduler which
signals the current buffer level to the scheduler. Figure 4.19 contains three curves
showing the buffer level over time for different scheduler settings. The curves
are evaluated for 7 web users in parallel to the YouTube video. The round robin
scheduler is included for comparison. For the top blue curve the scheduler is set
to the same parameters as in the download scenario with buffered playtime sched-
uler. If the video time buffer is below 10 s the YouTube flow is strictly prioritized.
At a threshold of 15 s round robin strategy is used until it falls below the critical
10 s. In this scenario, the buffer is not significantly decreasing after achieving the
15 s of buffered playtime. A smooth video playback is possible without stalling
since the initial prioritization is enough for initially filling the buffer. The initial
buffer level is able to compensate the variable encoding of the video for the whole
simulation time. Note, this is video specific and depends on the encoding of the
video. If the setting of the buffered playtime scheduler is changed to 9 and 10 s
as thresholds, Figure. 4.19 shows that due to the variable encoding the critical
threshold is reached very often at the beginning. The second scheduler setting
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has the advantage that the transmissions of web users are delayed for a shorter
time period. However, users are more frequently delayed.
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Figure 4.19: Buffered playtime with different schedulers for 7 web users.

4.3.6 Multi-Application Scenario: Application-Aware
Utility Scheduling According to Quality Indicators

After the presentation of the YouTube scheduling, a comprehensive statistical
study of the second application-aware scheduling approach follows. This evalua-
tion considers three scenarios with a different number of users and multiple appli-
cations. In all three scenarios, users of YouTube, download users, web browsing
users, and Skype users are simulated. As a reference scheduler, the proportional
fair scheduler is used to obtain realistic results. In the following, the performance
of the scheduler is statistically evaluated with the aim to compare the benefit and
the impact of the approach on the applications.
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Scenario Description

For this evaluation, 100 runs are conducted per scheduler and scenario. Sce-
nario I, II, and III represent different situations in a mobile cell. In the first sce-
nario, the cell is only slightly loaded. In the second scenario, the cell is crowded.
In the third scenario, the system is overloaded. The Skype users, download users,
and web browsing users start directly at the beginning of the simulation. The
starting time of the YouTube users is calculated from a uniform distribution be-
tween second 5 and second 20. The reason therefore is due to the outcome of
Section 4.2, synchronous vs. asynchronous start of YouTube videos. For each
user one video out of 10 videos is randomly chosen. The system is simulated
for 100 s. Scenario I simulates 19 users. There are 7 Skype users, two download
users, four web browsing users, and 6 YouTube users. Scenario II consists of 25
users. There are 8 Skype users, three download users, 6 web browsing users, and
8 YouTube users. Scenario III simulates 34 users. There are 10 Skype users, four
download users, 10 web browsing users, and 10 YouTube users.

Performance Metrics

The performance evaluation is based on carefully chosen application parameters
as performance metrics. The application parameter provide a high correlation to
the user-perceived quality:

- For YouTube the mean stalling probability is used as performance metric,
since stalling is the main factor for a QoE degradation [161].

- For web browsing the download time of the content is chosen [155].
- For file downloads the amount of downloaded data is considered [155].

Skype is not considered in detail. As an adaptive application, it determines, in
itself, the best video quality settings. Due to the adaptiveness the user QoE must
be considered only to a limited extent in reality. Thus, Skype is considered as an
additional background traffic within the network.
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Impact on File Downloads

Figure 4.20(a) shows the amount of downloaded data of the users for the two
different schedulers at all three scenarios. The red line indicates the median of
the loaded data, the red dot indicates the average loaded data. The box shows the
40 % quantile of the results. The complete range is indicated by the dotted line
and the triangles. The results show, on the one hand, a tendency with respect to the
different scenarios. On the other hand, there are significant differences between
the two scheduling strategies. With a higher number of users in the network, the
amount of data that the users are able to download decreases. Accordingly, the
40 % quantiles and the entire range of the results become smaller indicating less
variance. When comparing the two scheduler strategies in detail, a different result
shows up depending on the employed scenario. In the slightly loaded Scenario I,
the utility scheduler achieves an improvement in terms of downloaded data. On
average, about 13 Mbit of data can be downloaded. These are about 3 Mbit more
in comparison to the proportional fair scheduling with 10 Mbit. In the two other
scenarios, however, the scheduler can not significantly improve the situation for
the downloads. This is mainly due to the increased load in the network. As men-
tioned before the situation is deteriorating with increasing load, which results in
fewer opportunities for the scheduling.

While an improvement for the downloads is desirable, it should be noted that
a lower download throughput might be beneficial for other users. File downloads
are flexible applications and a certain delay or a low download throughput might
be tolerated. From a QoE perspective, assigning a lot of bandwidth is not neces-
sary or even a waste of resources. Therefore, a moderate metric with respect to
the file downloads was used in the utility function in order to gain resources for
other applications as explained in the next section.

Impact on Web Browsing

Figure 4.20(b) shows the average page download time of the web browsing users
between second 30 and 80 of the simulation. Only the transfer time within the
mobile network is considered. Delays by the web server or the transmission over
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Figure 4.20: Evaluation of the amount of downloaded data, the page load time of
web browsing users, and the stalling probability of YouTube.
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the Internet are not included here in this evaluation. The 95 % confidence inter-
vals are indicated by the red lines on top of the bars. Again, if the number of
active users inside the network increases, the page download time increases, too.
However, the respective times of the scenarios differ with the two schedulers. The
utility scheduler provides loading times of 0.2 s, 0.3 s and 0.6 s, which are about
0.3 s better than the times of the proportional fair scheduler for all scenarios. The
result confirms that the utility scheduler takes the download time of web content
into account and optimizes the network accordingly.

Impact on YouTube Video Streaming

In Figure 4.20(c), the average stalling probability for YouTube users is shown.
Stalling is defined as at least one interruption between second 30 and 80 of the
simulation. While the stalling probability increases with a larger number of users
in the system, the proportional fair scheduler achieves the worst results in all three
scenarios with stalling probabilities of 21 %, 40 %, and 64 %. The utility sched-
uler, in turn, is successful in improving the situation. In the case of YouTube, this
is an improvement in Scenario I by a factor of seven.

Generally considered, the evaluation of the utility scheduler in comparison to
the proportional fair scheduler demonstrated that application awareness can im-
prove the overall situation of the applications in the network. However, there are
different results for different applications that result from the definition of the
utility function. There are applications that can tolerate a highly varying band-
width according to such a utility scheduling. For example, the YouTube applica-
tion has achieved useful results because the latter can tolerate dynamic changes
in the bandwidth due to the video buffer. A constant UDP live video streaming in
contrast does not favor such a scheduling.
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4.4 Lessons Learned

This section concludes the chapter and presents its most important findings. The
chapter provides implementations of application-aware resource management for
different types of access networks. First, the impact of resource management con-
cepts in wireless mesh networks is evaluated on the example of YouTube video
streaming. Second, the impact of using application information for scheduling
decisions is examined on the downlink within cellular networks on the user per-
ceived quality. In particular, different applications such as web browsing, file
downloads, progressive video streaming, and Skype video conferencing are con-
sidered in this case. The focus was on the quantification of benefits with respect
to different applications.

The evaluation for wireless mesh networks was performed in a testbed. The
necessary application-aware components have been implemented and integrated
into the network. In the chapter, detailed implementation details are given for the
realization.

It has been found that

1. an application-aware resource management can efficiently increase both,
the resource utilization as well as the perceived quality. This applies for
wireless mesh as well as for cellular access networks.

2. more YouTube users can be supported in an access network due to more ef-
ficient resource utilization with application-aware resource management.

3. the load can be balanced in a beneficial way on different Internet gateways
for mesh networks, if multiple gateways are present in the access network.

4. a prioritization of IP flows can significantly improve QoE of users by dy-
namically changing the prioritization according to the buffered playtime.

5. on application side, the second proposed resource management option,
service control, allows for changing the resolution of video streaming. A
lower resolution results in a lower bandwidth with only a minor degra-
dation of the QoE [120]. Thus, if no more resources are available or the
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provider wants to reduce its operational expenditure, service control is the
best choice.

6. the best trade-off between QoE and resource efficiency can be achieved
using a combined control approach. Our findings here are that a strategy
using a moderate mix of network and service control helps to keep the QoE
on a high level without using too much resources in our test network and
thus, reducing the energy consumption and the operational expenditure.

The investigations in the cellular access networks were carried out by sim-
ulation. A 3GPP LTE system level simulator has been designed in conjunction
with a detailed model of different applications and TCP as well as wireless chan-
nel models. First, a scheduling algorithm is proposed that dynamically prioritizes
users against other users if a QoE degradation is imminent. The prioritization is
done in a proactive way according to the buffered playtime of the YouTube video
player. Second, a comprehensive statistical study is conducted of an application-
aware utility scheduling approach that directly integrates quality indicators for
various different applications within the resource management.

For cellular networks applies that
1. it is necessary to adapt QoS mapping in the scheduler on the instantaneous

requirements on the client side in order to guarantee good QoE at the end
user.

2. for a YouTube video, a buffering period can be avoided at the expense of
download time in cellular networks. Especially for long downloads, the
overall QoE is improved since an increase of the download time can be
tolerated for them and does not negatively influence the QoE.

3. a very flexible scheduling can be carried out due to the buffering of the
video content. This can be exploited to obtain a multi-user diversity. How-
ever, the signaling of the buffer level to the scheduling entity is required.

4. an improvement can be expected of the overall user-perceived quality in
case of application-aware scheduling for the investigated scenarios with
multiple applications and services.

The results quantify the trade-off between the complexity of providing appli-
cation information at network layer and the gain in terms of QoE.
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Future access networks have to satisfy a large number of heterogeneous applica-
tions and services. This applies in addition to the challenges that they must be
cost-effective, have to offer high quality Internet, and provide fast connections. A
specialized resource management may help in many of these cases and can create
a win-win situation for both users and the network.

In this monograph, we studied different new resource management approaches
for performance optimization and network resource efficiency in access net-
works. The investigated approaches belong to different communication layers
and meet different objectives. In the end, this work provides recommendations
for network operators how a resource management for different types of networks
and objectives needs to look like and what benefit can be expected in relation to
the required complexity overhead.

Due to the increasing volume of traffic, the ambitious performance objectives
of the network operators, and the cost pressure between providers, a management
and efficient utilization of network resources is becoming increasingly important.
For mobile communication networks, this means that the frequency resources
must be carefully allocated according to various objectives. However, resources
are usually aggressively reused throughout the network in order to exploit the
limited frequency spectrum. This results in current mobile OFDMA-based sys-
tems in interference between neighboring cells if the same frequency is used.
Consequently, frequency management and resource partitioning approaches are
important means to enable efficient and high quality networks.

Current related works focus mainly on the downlink direction. The interfer-
ence in the uplink and downlink however have considerably different character-

159



5 Conclusion

istics. In the uplink, each user causes interference. Therefore, the uplink needs
to be evaluated with suitable means. We investigated in this work distributed
resource allocation approaches for the uplink of an OFDMA mobile communica-
tion network. The focus was on the identification of approaches that are able to
mitigate inter-cell interference. We propose different coordination mechanisms
for resource allocation which lead to a more efficient resource usage and con-
sequently a higher number of supported users per cell. New combinations were
compared with conventional schemes that do not use restriction or any resource
partitioning such as universal frequency reuse.

Another challenge is that due to the heterogeneous applications, traffic charac-
teristics significantly change in the networks. Many previous works consider the
downlink with saturated traffic conditions, i.e., the connections are always busy
with traffic. With respect to current traffic measurements however non-saturated
links seem to be the more realistic choice for the uplink since the current traf-
fic consists normally of constantly-recurring TCP acknowledgements, HTTP re-
quests, or burst-wise video and voice traffic.

We proposed a new resource allocation algorithm that is based on the intelli-
gent choice of a modulation and coding scheme for a non-saturated uplink. Based
on the previous results, the scheme a) was developed to be less load-dependent,
b) was developed to be interference reducing, and c) uses frequency partitioning.
It is based on the findings that there is a non-linear relationship between transmis-
sion power and coding scheme for the same amount of data for the uplink. Thus,
choosing a lower modulation and coding scheme yields to a significant saving
in transmission power and generated interference. The approach enables a more
efficient use of resources.

Not only on the physical layer, it is important to efficiently utilize resources.
At the application layer, a dynamic and intelligent resource management is also
necessary to meet the diverse requirements of today’s applications. Compared to
resource management on lower layers, the goal is moved from the optimization of
network parameters towards the direct consideration of the user. This is based on
the fundamental insight that users care about the resulting application quality and
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are not interested in technical parameters as long as the application runs smoothly
and in high quality as expected. The objective for application-aware resource
management is consequently to address directly application needs in order to
optimize the user-perceived quality through resource management options.

Application-aware resource management is the approach to tailor access net-
works to have characteristics beneficial for the running applications and services.
This is achieved through the integration of key performance indicators from the
application layer within the resource management. In this work, an application-
aware framework is defined consisting of several components such as application
monitoring, network monitoring, decision entity, and resource management tool.
Application monitoring is not sufficiently studied in the current literature. Thus,
a dynamic monitoring was developed and evaluated on the example of YouTube
video streaming. It has been found that the monitoring is able to accurately es-
timate the time when the YouTube player is stalling and consequently a quality
degradation is imminent. Furthermore, the monitoring is lightweight and easy to
install while it provides valuable information for the network operator. If users
run it, both parties may greatly benefit as the operator gets information about the
application status which can be used to allocate resources and improve user QoE.

We provided implementation examples for application-aware resource man-
agement for different types of access networks. First, the impact was studied
in wireless mesh networks for YouTube video streaming. Second, the impact of
using application information for scheduling decisions is examined in the down-
link within cellular networks on the user-perceived quality. The focus was on the
quantification of benefits with respect to different applications. The findings show
that an application-aware resource management can efficiently increase both, the
resource utilization as well as the perceived quality. This applies for wireless
mesh as well as for cellular access networks. Further on, more YouTube users
can be supported in an access network due to more efficient resource utilization.

In terms of cellular networks, this paper presents findings on YouTube stream-
ing video. An unwanted video stalling, i.e. an interruption of the playback of
YouTube videos, can be avoided by application-aware scheduling at the expense
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5 Conclusion

of download time. Especially for long downloads, the overall QoE is improved
since an increase of the download time can be tolerated and does not negatively
influence the QoE. Furthermore, an additional evaluation quantifies the impact
of application-aware resource management in multi-application scenarios with
varying load.

In the course of this monograph, we evaluated different resource management
approaches for different types of access networks. The results fit into the broad
field of resource management research dealing with technical, architectural, and
performance issues in networks. The technical ones comprise for example the im-
pact of other layer resource management mechanisms on the application perfor-
mance. Further on, how dynamic network applications can adapt their demands
to network capabilities. Second, architectural questions arise especially for other
types of networks than access networks. The challenge here is in particular the
component placement of decision unit and application monitoring. Third, per-
formance questions have to be answered for all kinds of networks. Information
exchange required for intelligent future network control implies additional over-
head and therewith costs in terms of bandwidth and processing. Therefore, it is
important to determine the amount of information that is necessary to improve
user perceived quality without degrading network performance by excessive sig-
naling.

The solution of these problems will result in implementation instructions, the
specification of new communication interfaces, and operation guidelines, which
will be of high importance for network and application interaction in the future
Internet. This work provides a first step towards the understanding of the potential
and the operation of this new network paradigm in access networks.

The thesis covers methodologies such as simulation and practical implemen-
tation. Use case-driven scenarios for wireless mesh networks are presented. The
testbed evaluations illustrate the benefits and demonstrate the feasibility of the
approach. The simulative analysis in contrast showed the potential of resource
management approaches in different scenarios under different load for cellular
networks. The investigated mechanisms enable a more efficient use of network
resources as well as a possible improvement of the perceived quality for the users.
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