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Abstract— In this paper we propose to approximate the waiting
time distribution function (DF) of the waiting customers in a
M/G/1−∞ queuing system by a Gamma-distribution whose pa-
rametersα and β are set by means of the first and second moment
of the waiting time that are obtained from the Takacs recursion
formula. Discrete-time analysis (DTA) is another approximation
approach for the same objective. We show first for analytically
feasible special cases that DTA is very accurate and then we use
it to validate the accuracy of the new Gamma-approximation for
wide parameter ranges regarding the service time distribution.
We show that the Gamma-approximation respects well even
the third moment of the service time distribution. As the new
approach is very simple and fast, it may be used by engineers with
only little background in queuing theory to calculate quantiles
for real-time control loops in technical systems.
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I. I NTRODUCTION

Many problems in telecommunication networks can be
modelled by queuing systems. If the customers are flows, their
interarrival time follows usually a Poisson process [1]. Thus,
the analysis of the waiting time of theM/G/1−∞ queuing
system is often required. Takacs recursion formula allows a
simple calculation of the k-th moments (cf. 5.112 in [2]).
The Pollaczek-Khintchine formula yields even the generating
function of the entire waiting time distribution function (DF)
[3]. This formula can be evaluated numerically [4]–[6], but
this is not always an easy task without the appropriate tools.
Explicit expressions in the time domain exist for special cases
like the M/M/1−∞, the M/D/1−∞ queuing system [7],
or some long-tail service distributions [8]. Approximations of
the waiting time DF exist for general service time DFs in
M/G/1−∞ [9] and even for general interarrival time DFs, i.e.
for GI/G/1−∞ [10]. However, they are sufficiently complex,
they must be adapted for specific service time distributions, or
they provide good results only for specific parameter ranges.

The contribution of this paper is the presentation of a simple
approximation of the waiting time DF for arbitrary service
time DFs. It is based on the Gamma-distribution, therefore,
we call it Gamma-approximation. It takes into account the
first, second, and third moment of the service time DF.

Discrete time analysis (DTA) can be used to calculate the
waiting time of any discrete timeGI/GI/1−∞ system with
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a finite interarrival and service time distribution [11]. We
show first that it can be also used for the approximation of a
continuous timeG/G/1−∞ queuing system. Then, we apply
it to validate the accuracy of the waiting time DF obtained by
the Gamma-approximation.

We tested the new approximation method for for a wide
range of coefficients of variationcvar[B] of the service time
B and system utilizationρ, i.e. for (cvar[B], ρ)∈ [0.05; 4] ×
[0; 0.95]. The numerical results showed that the Gamma-
approximation is very accurate. It also reflects well the impact
of the third moment of the service timeB on the waiting time
DF and it is more accurate than another more general ap-
proximation method from [4]. As the Gamma-approximation
runs within milliseconds, it is much faster than DTA, and
it is also easier to apply than DTA or any other considered
approximation method. Therefore, it is a useful tool for a quick
analysis ofM/G/1−∞ queuing systems. As the new formula
is very simple and fast, it may be used by engineers with only
little background in queuing theory to calculate quantilesfor
technical systems in real-time.

The paper is structured as follows. Section II reviews
basics about theM/G/1−∞ queuing system, it presents
the new Gamma-approximation. Section III explains the DTA-
approximation and shows that it has a very good accuracy for a
sufficiently strict convergence parameter. Section IV validates
then the accuracy of the Gamma-approximation. Finally, we
summarize this paper and draw conclusions in Section V.

II. GAMMA -APPROXIMATION OF THEM/G/1 −∞
WAITING TIME

In this section we review first theM/G/1−∞ queuing
system with existing approaches for the calculation or approx-
imation of the waiting time distribution function (DF). Then
we propose the Gamma-approximation for this task.

A. TheM/G/1−∞ Queuing System

The M/G/1−∞ queuing system consists of a Poisson
arrival process, i.e., the interarrival timeA of the customers
is exponentially distributed (M) with meanE[A] = 1

λ and
their holding timeB follows an identically and independently
distributed (iid) general distribution (G) with meanE[B].
The k-th momentsE[W k] of the waiting timeW can be
calculated by Takacs’ recursion formula (cf. 5.112 in [2]).
However, the DF of the waiting time cannot directly be
computed in the time domain. The Pollaczeck-Khintchine
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solution provides a formula solely for its generating function
[3]. The retransformation into the time domain is difficult and
can be done analytically only for special cases.

1) The Takacs Recursion Formula:The k-th moments of
the waiting time of all customers can be calculated by the
Takacs recursion formula (cf. 5.112 in [2]):

E[W k] =
λ

1 − ρ
·

k
∑

i=1

(

k

i

)

· E[Bi+1]

i + 1
· E[Bk−i] (1)

with ρ= E[B]
E[A] being the utilization of the system andE[W 0]=

1. Thus, the first and second moment of the waiting time are

E[W ] =
λ · E[B2]

2 · (1 − ρ) · E[B]
(2)

E[W 2] = 2 · E[W ]2 +
λ · E[B3]

3 · (1 − ρ)
. (3)

In particular, we need the first and second moment of the
waiting time regarding only waiting customers. As the waiting
time probability ispw =ρ, they are given by

E[Wwc] =
E[W ]

pw
(4)

E[W 2
wc] =

E[W 2]

pw
. (5)

2) The Pollaczek-Khintchine Solution:The Laplace-
Stieltjes transformation (LST)X∗(s) of a DF X(t) for a
random variableX is defined by

X∗(s) =

∫ ∞

0

e−s·tdX(t). (6)

The LST of the waiting time DF is given by the well known
formula by Pollaczek and Khintchine

W ∗(s) =
s · (1 − ρ)

s − λ + λ · B∗(s)
(7)

with B∗(s) being the LST of the service time DF. There are
means to get numerical results from this expression [4], [6],
[12], but this is not an easy task without appropriate tools.

3) Explicit DFs for Special Cases:For some special cases it
is possible to retransform the expression in Equation (7) back
into the time domain such that an explicit DF is available. We
present two of these special cases in the following.

The waiting time DF for theM/M/1−∞ system can be
calculated by

W (t) = 1 − ρ · e−(1−ρ)·t/E[B]. (8)

The solution forM/D/1−∞ is somewhat more complex and
numerically challenging (cf. (2.122) in [7]):

W (t) = 1−(1−ρ) ·
∞
∑

n=m+1

e−λ·(n·E[B]−t) · λ
n

n!
·(n ·E[B]−t)n

(9)
with m beingm= b t

E[B]c. Other explicit solutions are given
for a class of long-tail service time DFs in [8].

4) Approximative Solutions for the DF:There are also
approximative solutions of the form

W (t) = 1 − (α · e−β·t + γ · e−δ·t) (10)

if some preconditions regardingB are met (cf. (4.4.1) in [9]).
The parametersα, β, γ, andδ are quite complex to calculate
and there is not always a solution for them.

Another simpler approximation for the waiting time DF of
the generalGI/G/1−∞ system is given in [10] of the form

W (t) = 1 − α · e−η·t (11)

The rate parameterη is approximated based on the properties
of the service time DF and there are various specialized
formulae to adaptη to the exact type of the service time.
We can calculate the waiting time DF forM/Gamma/1−∞
with the following parameters:

η =
2 · (1 − ρ)

1 + cvar[B]2
· (1 − (1 − ρ) · 1 − cvar[B]2

3 · (1 + cvar[B]2)
)(12)

α = η · E[W ]. (13)

The latter equation assures the correct mean waiting time
of the approximated DF. This approximation works good
if ρ is large. We use it in the following to validate the
Gamma-approximation where the DTA does not work. A
similar approximation has been applied in [13] to calculate
the quantiles of waiting times (cf. Section 1.3 in [13]).

B. The Gamma-Approximation

We introduce first the Gamma-distribution and some of its
properties. Then we use the first and second moment of the
waiting time of the waiting customers in anM/G/1−∞ system
to determine theα- andβ-parameter of a Gamma-distribution
to get an estimate for its DF in a simple way.

1) The Gamma-Distribution:The base for the Gamma-
distribution Γ(α, β) is the Gamma-function Γ(z), which is
defined by

Γ(z) =

{

0 if x < 0
∫ ∞

0
xz−1 · e−tdx if 0 ≤ x

(14)

Most important properties of the Gamma-functionΓ(z) are

Γ(z + 1) = z · Γ(z) if z > 0 (15)

Γ(k + 1) = k! if k ∈ N0 (16)

Γ(
1

2
) =

√
π (17)

They are interesting to know, but they are not required in the
following. The Gamma-distribution Γ(α, β) is given by its
probability density function (pdf)

fΓ(α,β)(t) =

{

0 if t < 0
β−α·tα−1·e−t/β

Γ(α) if t ≥ 0
(18)

The calculation of its DFFΓ(α,β) and even of its inversion
F−1

Γ(α,β) is implemented by many tools for statistical analysis,
e.g. in Matlab [14] by the commands “gampdf” and “gaminf”.



However, closed form expressions forFΓ(α,β) exist only for
integral values ofα. Then, we have

FΓ(α,β)(t) =

{

0 if t < 0

1 − e−t/β · ∑0≤i<α
(t/β)i

i! if t ≥ 0.
(19)

Thus, the Gamma-distributionGamma(k, 1
k·λ ) equals the

Erlang-distribution Erlang(k, λ). Therefore, the Gamma-
distribution can be viewed as an extension of the Erlang-
distribution towardsk ∈ R

+. The mean, the variance, and
the coefficient of variation of the Gamma-distribution are

E[X] = α · β (20)

V AR[X] = α · β2 (21)

cvar[X] =
1√
α

. (22)

Hence, the Gamma-distribution may be used to approximate
distributions with a given mean and variance.

2) Estimation of theM/G/1−∞ Waiting Time Distribution
by the Gamma-Distribution:The first and the second moment
of the waiting time of the waiting customers of anM/G/1−∞
queueing system can be calculated by Equations (4) and (5).
We use them to set the parametersα and β of the Gamma-
distribution after a manipulation of Equations (20) and (21)
by

α =
E[W ]2

V AR[W ]
=

E[W ]2

E[W 2] − E[W ]2
(23)

β =
E[W ]

α
. (24)

The resulting DFFΓ(α,β) describes then the distribution of
the waiting time of customers that are not immediately served
upon arrival. The waiting time distribution of all customers is
given by

F (t) = 1 − ρ + ρ · FΓ(α,β)(t). (25)

If the service time inM/G/1−∞ is exponential, we get
the M/M/1 −∞ system. As the waiting time DF of its
waiting customers is exponential, we havecvar[W ] = 1, and
therefore,α=1 (cf. Equation (22)). In this case, the Gamma-
approximation meets the exponential distribution exactlywith
the same meanE[W ]. The question is now: how exact is the
Gamma-approximation for other distributions of the service
time? This is the issue in the remaining part of the paper. To
that end, we compare its results with the ones of the DTA and
the approximation given in Equation (13).

III. D ISCRETETIME ANALYSIS AND ITS ACCURACY

In this section, we explain the discrete time analysis (DTA)
for the discrete timeGI/GI/1−Dmax queuing system with
bounded delayDmax. We use it to approximate the continuous
time GI/GI/1−∞ queue and identify potential sources of
inaccuracies. Finally, we compare its results for the waiting
time DF of anM/D/1−∞ and anM/M/1−∞ queuing system
with analytical results and show that its accuracy depends on
the parameters of the DTA-approximation.

A. Discrete-Time Analysis of theGI/GI/1−Dmax Queuing
System with Bounded DelayDmax

The discrete timeGI/GI/1−Dmax queuing system with
bounded delayDmax is based on discrete time units, i.e., the
interarrival time of its customers is distributed according to an
iid general distribution and their holding time follows also an
iid general distribution. The respective random variablesare
denoted byA and B. The value range of both distributions
contains only multiples of a common basic time unit, but we
omit this unit in the following.

1) State Transitions of theGI/GI/1 − Dmax Queue:
We analyze the discrete timeGI/GI/1−Dmax queue by
considering a discrete time Markov chain (DTMC) whose state
represents the unfinished work in the buffer which is described
by the random variableU . Upon arrival of a new customer,
the unfinished work in the buffer is incremented by the new
customer’s service timeB. If this exceeds the delay bound
Dmax of the buffer, the unfinished work is set to this delay
bound. Afterwards, the unfinished work is decreased by the
passing time units until the next customer arrives. Renewal
points of the process exist shortly before (-) and after (+) the
arrival instants. We number themt−n andt+n and the statesU−

n

andU+
n , accordingly. The Markov chain evolves based on the

following recursive stochastic equations.

U−
n+1 = max(Un − A, 0) (26)

U+
n+1 = min(Un+1 + B,Dmax).. (27)

2) Discrete Time Analysis:An early use of discrete time
analysis (DTA) can be found in [11], [15]–[18] with applica-
tion to packet networks. The concept of DTA works as follows.
An iteration algorithm starts with a distributionx0 of the
system state at the first renewal point. The distributionxn+1

of the system state at renewal pointn+1 is calculated based
on the distributionxn of the system state at renewal pointn
and the distributiony of the factors. The calculation itself is
described by a state transition function from one renewal point
to the next one, i.e., it it denoted by the recursive stochastic
equation

Xn+1 = f(Xn, Y ). (28)

If the Markov chain is aperiodic, the series of thexn converges
to the stationary state distribution which characterizes the
distribution of the system states at the renewal points after
a long time. We recognize convergence in practice if the
entries of two successive state distributionsxn andxn+1 differ
not more thanεc. If the Markov chain is periodic, there are
modifications to the iteration algorithm such that the series xn

converges also to the stationary distribution [19]. The whole
concept is extended to different types of renewal points, e.g.
shortly before and after a customer arrival, and stationary
distributions can be calculated for both types. Thus, we can
calculate the distribution of the unfinished work in the buffer
shortly before and after a customer arrival by DTA using
Equations (26) and (27) as state transition functions. Note
that the stationary state distribution shortly before a customer
arrival yields the waiting time distribution for new customers.



B. Approximation of the Continuous TimeGI/GI/1−∞ by
Discrete TimeGI/GI/1−Dmax through DTA

The continuous timeGI/GI/1−∞ queue and the discrete
timeGI/GI/1−Dmax queue with bounded delayDmax differ
significantly regarding the nature of their interarrival time and
service time distribution and regarding their buffer size.In
addition, DTA is a numerical algorithm that terminates without
having calculated the exact result. As these issues may lead
to wrong approximation results, actions must be taken to keep
the error small.

1) Continuous and Discrete Time Distributions:The DTA-
approximation requires the transformation of the continuous
DF Fc of the interarrival time and the service time into
discrete DFsFd which are step functions. We achieve this
by increasing the step functionFd to Fc at the multiples of
the basic time unitu. Thus, the approximation quality can be
increased by decreasing the basic time unitu.

2) Infinite and Finite Distributions:The range of the in-
terarrival time and the service time may be infinite for the
continuous timeGI/GI/1−∞ queue, but it must be limited
for the discrete timeGI/GI/1−Dmax queue since this is a
requirement of the DTA algorithm. Thus we choose a value
tmax : 1−Fc(tmax) < εf and setFd to

Fd(t) =











0 for t = 0

Fc(n · u) for t < tmax ∧ t∈((n − 1) · u, n · u]

1 for t ≥ tmax.
(29)

Thus, the approximation quality can be increased by decreas-
ing εf .

3) Infinite Buffer and Limited Delay:The continuous time
GI/GI/1−∞ queue has an infinite buffer by definition, but the
discrete timeGI/GI/1−Dmax queue requires a limited delay
which lies in the nature of DTA. This is obviously a source for
approximation errors. To avoid them, the delay boundDmax

must be set large enough, i.e., it must be set so large that
the probabilityεd for customer to exceed this delay bound
Dmax is very small. This can be controlled by having a look at
the stationary state distribution of the unfinished work shortly
after the packet arrival. If the probability for the unfinished
work to be Dmax is smaller thanεd, then the delay bound
is sufficiently large. Thus, the approximation quality can be
increased by decreasingεd.

4) Convergence Accuracy:The iteration algorithm of the
DTA terminates if the difference of two consecutive distrib-
utions regarding the same renewal point differ less thanεc

in each component. Thus, the approximation quality can be
increased by decreasingεc.

C. Validation of the DTA-Approximation ofGI/GI/1−∞
We explain first the generation of the factor distributions for

the DTA and compare then the resulting DFs. Then, we show
that the DTA-approximation of the discrete timeGI/GI/1−
Dmax system can be used to calculate the waiting time DF of
the continuous timeGI/GI/1−∞ system. To that end, we

validate its results by analytical values in the special cases of
the M/D/1−∞ and theM/M/1−∞ system.

1) Generation of the Factor Distributions for DTA:We
determine the time granularity by definingE[A]=nu · u and
choosenu =100 by default. As the DTA requires distributions
instead of DFs to describe the factorsA andB, we calculate
them by

P (A′ = k) =

{

0 for k = 0

FA
c (k) − FA

c (k − 1) for k > 0.
(30)

Note that the valuek corresponds to a duration ofk·u. We limit
the DFs forA and B according to Equation (29) withεf =
10−4 by default and mark the discretized random variables by
a “′”. We test the system under a given utilizationρ. Thus,
the mean of the service time isE[B] = ρ · E[A]. Due to the
discretization, the meanE[X] and the coefficient of variation
cvar[X] of the discretizedA′ andB′ differ slightly from the
ones of the intendedA and B. The discretization error of
A′ andB′ leads also to a slightly different system utilization
ρ′= E[B′]

E[A′] .

We use the exponential DFFc(t)=1−e−t/E[A] as the base
for the interarrival time DF forA′. Figures 1(a) and 1(b) illus-
trate the inaccuracy of the discretized exponential distribution
A′ in relation to the continuous DF ofA. Figure 1(a) shows
the discretization errorRE [A′] = E[A′]−E[A]

E[A] regarding the
meanE[A]. The discretized distribution has a slightly larger
mean, but the difference decreases with increasingnu. An
decreasing discretization parameterεf can improve the result
only up to εf = 0.0001. Figure 1(b) shows the discretization
error Rcvar

[A′] = cvar[A′]−cvar[A]
cvar[A] regarding the coefficient of

variation cvar[A]. The discretized distribution has a slightly
larger coefficient of variation, but the difference decreases with
increasingnu. In contrast to the mean, the accuracy of the
coefficient of variation is further decreased by a decreasing
εf .

2) Comparison of Analytical and Approximated Distribu-
tion Functions: We compare the waiting time DFs for an
M/D/1−∞ and anM/M/1−∞ system calculated from the
DTA-approximation of theGI/GI/1−Dmax system and from
the analytical formulae given in Equations (8) and (9). They
are presented for a system utilization ofρ = 0.9 in Figures 2(a)
and 2(b). We have plotted the complementary DF (CDF)
because this makes the difference between the analytical and
approximated values on a logarithmic y-scale more visible.
The waiting time is given in multiples of the mean service time
E[B] since this is the invariant component in most systems.
The approximations are shown fornu = 100, εf = 10−4,
εd = 10−10, andεc = 10−{6,7,8} for both considered queuing
systems. The approximation withεc =10−6 yields significant
deviations for large waiting times. However,εc = 10−7

yields already a sufficiently good correspondence between the
analytical and approximative CDF and the curve forεc =10−8

coincides with the analytical values. We observe within each of
the figures that the inaccuracy increases for the sameεc with
increasing system utilization. When we compare the results
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Fig. 1. Discretization error for an exponential DF depending on the
discretization parametersnu andεf .

for M/D/1−∞ and M/M/1−∞, we also realize that the
inaccuracy increases for increasing coefficients of variation
cvar[B] of the service time, too. Thus, the DTA leads to good
and trustworthy results only for small or medium coefficients
of variationcvar[B] and moderate system utilization.

After all, we use the discretization and termination parame-
ters set tonu =100, εf =10−4, εd =10−10, andεc =10−8 for
the DTA analysis in the following.

IV. VALIDATION OF THE GAMMA -APPROXIMATION

In this section we illustrate the accuracy of the Gamma-
approximation by a comparing its complementary DF (CDF)
with the results obtained from the corresponding DTA-analysis
in Section III and approximative results from the simple
exponentialGI/G/1−∞ approximation in Equation (13). We
consider first systems with a different coefficient of variation
cvar[B] of the service time and different utilization levels
ρ. Then we study the impact of their third moment on the
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Fig. 2. Analytical and approximated CDFs of the waiting time for a utilization
of ρ = 0.9 andρ = 0.95.

approximation accuracy for which we use a symmetric an one
strongly asymmetric service time distribution.

A. Impact of the First and Second Moment of the Service Time

The first moment of the service time determines the system
utilization ρ = E[B]

E[A] and the second moment determines the
coefficient of variation of the service time bycvar[B] =√

E[B2]−E[B]2

E[B] . Since ρ and cvar[B] are more intuitive, we
use them to control our parameter studies instead ofE[B]
and E[B2]. We use the Gamma-distribution as service time
since it can be easily adapted to meet a givenρ and cvar[B]
(cf. Equations (23) and (24)). We discretize the continuous
Gamma-DF according to Equation (29) to obtain approximated
and finite DFA′ and B′ as input for the DTA-analysis. For
the sake of a fair comparison, we useE[B′], E[(B′)2], and
E[(B′)3] to calculate the first and the second moment of the
waiting time of waiting customers in Equations (4) and (5)
since they are required to fit the parametersα and β of the
Gamma-distribution in Equations (23) and (24). Then, we use
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(a) cvar[B]=0.05.
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(b) cvar[B]=0.5.
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(c) cvar[B]=1.5.
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(d) cvar[B]=2.0.

0 500 1000 1500
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

ρ = 0.5, 0.7, 0.9, 0.95

Waiting Time t (E[B])

P
ro

ba
bi

lit
y 

P
(W

>
t)

Gamma−Approximation
DTA−Approximation
Exponential Approximation

(e) cvar[B]=3.0.
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(f) cvar[B]=4.0.

Fig. 3. The CDFs of the waiting time from the Gamma-, DTA-, and exponential approximation for anM/Gamma/1−∞ system with various coefficients
of variationcvar[B] at various utilization levelsρ.

this distribution together withρ′= E[B′]
E[A′] to derive the Gamma-

approximation in Equation (25).
Figures (3(a)) to (3(f)) compare the CDFs of the waiting

time for the Gamma-approximation, the DTA-approximation,

and the exponential approximation of Equation (13). We
have chosen the coefficients of variation of the service time
cvar ={0.05, 0.5, 1.5, 2.0, 3.0, 4.0} in these figures to perform



a parameter study. Note that the Gamma-approximation cannot
be parameterized to approximate the waiting time DF when the
coefficient of the service time iscvar[B]=0. For cvar[B]=1
it yields exactly the analytical results, therefore, we omitted
this figure. The different values for the system utilization
ρ = E[B]

E[A] = {0.5, 0.7, 0.9, 0.95} within a single figure are
obtained by varying the mean service timeE[B].

The DTA-approximation is very good for low values of
the system utilizationρ and the solid lines of the Gamma-
approximation coincides with the dashed lines of the DTA-
approximation in all figures forρ = 0.5 and ρ = 0.7 whereas
the exponential approximation shows significant deviations.
It is known from [10] that the accuracy of the exponential
approximation is only good for large values ofρ. Thus,
the Gamma-approximation yields very good approximation
results for small and medium system utilization. The DTA-
approximation is also quite accurate for low coefficients of
variation like 0 ≤ cvar[B] ≤ 1 and the solid lines of the
Gamma-approximation coincide with the dashed lines of the
DTA-approximation forcvar[B]=0.05 andcvar[B]=0.5. For
larger values ofcvar[B] and large values ofρ, the accuracy
εc = 10−8 of the DTA-approximation does not suffice to
produce accurate results since the respective CDFs deviate
significantly from a straight line in the logarithmic plot. In
these cases, the correspondence of the solid lines for the
Gamma-approximation and the dotted lines of the exponen-
tial approximation is relatively good. Hence, the Gamma-
approximation leads to good approximation result for a very
broad range ofcvar[B] and ρ. The high resolution of our
numerical results proposes, that it can be used to calculate
even large quantiles of the waiting time, e.g. the 99.999%
percentile.

B. Impact of the Third Moment of the Service Time

The Takacs formula requires the third moment of the service
time to calculate the second moment of the waiting time
of waiting customers (cf. Equation (5)). Therefore, we are
interested in the impact of this value on the CDF of the waiting
time of aM/G/1−∞ and in the approximation accuracy of
the Gamma-approximation regarding this parameter. To that
end, we consider two distributions with the same first and
second moment. They are given in Table I. The symmetric
distribution has a third moment ofE[B3

sym] = 3.6 · 106

u3 while the asymmetric distribution has a third moment of
E[B3

asym]=9.72 · 106 u3

TABLE I

SYMMETRIC AND ASYMMETRIC DISTRIBUTIONS, BOTH WITH A FIRST AND

SECOND MOMENT OFE[B]=100 U AND E[B2]=18000 U2 .

Bsym = i (u) P (Bsym = i) Basym = i (u) P (Bsym = i)

10 40
81

90 80
81

100 1
81

190 40
81

900 1
81

We use both service time distributions to calculate the CDF
of the waiting time for a system utilization ofρ = 0.9, i.e.,
we set the mean of the interarrival toE[A] = E[B]

ρ . Figure 4

shows that the CDFs of the waiting times from the service
timesBsym andBasym differ notably, but it also shows that
both the DTA and the Gamma-approximation account for this
difference.
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Fig. 4. The CDFs of the waiting time from the Gamma- and DTA-
approximation for anM/G/1 − ∞ system forρ = 0.9 with two different
service times that differ only in their third but not in their first and second
moment.

V. CONCLUSION

We have first reviewed the generalM/G/1−∞ queueing
system and some approaches to characterize the waiting time
of waiting customers. However, there is no explicit expression
except for some special cases. The waiting time DF can
only obtained by a numerical inversion of its Laplace-Stieltjes
transform which is not possible with the appropriate software.
Approximation methods are numerically also not simple, or
they are specific to the used service time distribution. Thus,
all methods require a substantial overview on queuing theory
and appropriate tools. Therefore, we proposed the Gamma-
approximation that estimates the waiting time distribution
function (DF) by a Gamma-distribution based on the first three
moments of the service time distribution.

To show the accuracy of the new Gamma-approximation, we
used discrete time analysis (DTA) to get an estimate for the
true waiting time DF. Therefore, we showed first the accuracy
of the DTA approach by validating it with the known DF for
theM/D/1−∞ and theM/M/1−∞ queueing system. Then,
we showed by an analysis of the complementary DFs (CDFs)
of the Gamma-, DTA- and an exponential approximation
method that the accuracy of the waiting time CDF obtained
from the Gamma-approximation is very accurate such that it
can be even used for the calculation of 99.999% quantiles. We
have studied a broad range of coefficients of variationcvar[B]
of the service time and the system utilizationρ, and the above
results hold in all cases. The third moment of the service time
has a minor impact on the CDF of the waiting time, but it is
also well captured by the Gamma-approximation.

The computation time for the Gamma-approximation is
negligible while the DTA-analysis takes minutes or hours to



produce sufficiently accurate results, and for large coefficients
of variation cvar[B] and a large utilizationρ it takes even
days. This makes the advantage of the new calculation method
obvious: it provides quite accurate estimates very quickly.
Therefore, it is suitable for the implementation in real-time
systems, e.g., where QoS measures like quantiles of the
waiting time are needed to perform admission control.

After all, the Gamma-approximation is very simple to apply
if the Gamma-distribution is available which is the case in
most of today’s mathematical toolboxes. Therefore, it is an
attractive means for engineers with only little backgroundin
queuing theory. In addition, it calculates fast which makesit
appropriate for application in technical control systems.
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