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Abstract There are two basic approaches to achieve Quality of Service (QoS)
for communication networks: admission control (AC) and capacity overprovi-
sioning (CO). CO is simple and cheaper to implement than AC but AC requires
less capacity to fulfill QoS criteria since overload traffic can be blocked. There
is an almost religious war between scientists working on both concepts. In this
paper we try to contribute insights for this discussion by quantifying the capacity
savings potential of AC under various networking conditions.
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1 Introduction

The traditional Internet offers a best effort service and almost global reachability at
low cost. Bulk transfers require high throughput, value added services like telephony
or video conference depend on short packet delays and predictable throughput, and
precision applications like tele-medicine or tele-robotics cannot even afford packet loss.
Therefore, Quality of Service (QoS) in terms of short packet delay and low packet loss
is required for next generation networks (NGNs) to support these services.

QoS can be achieved by limiting the traffic volume in the network by admission
control (AC) and thereby preventing overload situations. As an alternative, sufficient
capacity can be provisioned such that no congestion occurs. This is called capacity
overprovisioning (CO). On the one side, many investigations compare blocking prob-
abilities of different AC schemes for which several signalling protocols exist. On the
other side, practical experience shows that CO is already applied since the utilization of
core networks today is very low [1].

This work was funded by the Bundesministerium für Bildung und Forschung of the Federal
Republic of Germany (Förderkennzeichen 01AK045) and Siemens AG, Munich. The authors
alone are responsible for the content of the paper.
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In this paper we quantify the capacity requirements for networks that rely on AC
and CO for QoS provisioning, which is crucial for an economic assessment of both ap-
proaches. We focus on the simplest method for network AC (NAC), namely on border-
to-border (b2b) budget (BBB) based NAC. We consider networks with only high prior-
ity real-time traffic which is not elastic and which has a connection structure. This is a
typical scenario in, e.g., core networks for cellular systems. We consider first an unre-
alistically simple static traffic model on a single link. We add overload situations and
extend the study to entire networks such that our final results reflect realistic scenarios.

The paper is structured as follows. In Sec. 2, we give a short introduction to AC and
CO, discussing related work and our assumptions. Section 3 develops a traffic model
and suggests capacity dimensioning methods for AC and CO both for a single link and
for entire networks. In Sec. 4, we present the capacity requirements for AC and CO
under various networking conditions. Sec. 5 discusses the results and our conclusions.

2 Overview on Admission Control and Capacity Overprovisioning

We give an overview on various aspects of AC by focusing first on the packet level and
then on the flow level. Then we consider related work regarding CO and find a suitable
level on which we can compare AC and CO.

2.1 Admission Control

QoS can be defined by a loss and a delay parameter. The packet loss probability should
be smaller than, e.g.,10−6 and the 99.99%-percentile of the waiting time should not ex-
ceed a given delay budgetDB, i.e., the probability for a packet to wait longer thanDB
must be smaller than 0.01%. This is achieved by limiting the traffic per transmission
resource to avoid overload, i.e., flows request admission for their transportation over
certain resources which can be granted or denied. We identify AC methods for a sin-
gle resource that we call link AC (LAC) and methods that coordinate several resources
which we call network AC (NAC). An extensive overview on AC can be found in [2].

Link Admission Control Link AC (LAC) methods concentrate primarily on the packet
level and on a single resource. Thus, traffic descriptors characterize the packet streams
by token bucket or dual token bucket parameters to capture the variability of the traffic
on two different time scales. They inform the AC entity and the policer about a maxi-
mum peak rate and inter-packet distance. This information is used to calculate together
with other assumptions the packet loss probability and the expected delay distribution
on the link. A generalization and simplification of that approach is the concept of effec-
tive bandwidth [3]. It depends on such traffic descriptors and other parameters like the
link capacity and assigns a so-called effective bandwidth to any flow request. If the ef-
fective bandwidth sum of admitted flows plus the effective bandwidth of a new request
exceeds a certain capacity budget, e.g. the link capacity, then the flow is rejected; other-
wise it is accepted. Thus, we get the flow blocking probabilitypb as additional measure
for GoS.

Network Admission Control Network AC (NAC) methods concentrate on AC for
several resources, e.g., for a path consisting of several single links within a network.
The link budget (LB) based NAC performs the above described AC successively on
each link of the flow’s path and it is successful if all AC decisions are positive. This
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is the most intuitive NAC approach and it has been implemented by many signalling
protocols, e.g. by RSVP. The drawback of this method is that information about flows
must be kept not only by the ingress router but also by all routers along the path. This
increases the administration overhead and it complicates a resilient architecture. The
border-to-border (b2b) budget (BBB) based NAC defines capacity budgets for each
b2b relationship(v, w) within the network and assigns them a capacity portion. A new
flow originating at ingress border routerv and destined for egress border routerw asks
for admission only at its ingress routerv. This ingress router performs AC based on
BBB(v, w) like on a single resource. This AC type has been enhanced by resilience
mechanisms and it has been successfully implemented within the KING project [4].
Another example for BBB NAC is AC based on label switched paths (LSPs) with fixed
capacity. In this work, we compare the required capacity for BBB NAC and CO.

2.2 Capacity Overprovisioning

Capacity overprovisioning (CO) purely relies on provisioning enough bandwidth to
meet a desired QoS. The QoS definition from above in terms of packet loss proba-
bility and delay budget still holds. As CO does not limit the traffic to avoid overload,
all flows are admitted. The link capacities are chosen such that they are very rarely ex-
ceeded by the predicted traffic. Like AC, CO can also be combined with different traffic
classes by implementing priority scheduling mechanisms. Low priority traffic can use
the bandwidth provisioned for high priority traffic under non-overlad situations without
additional mechanisms.
Related Work Bandwidth provisioning procedures differ fundamentally from access
to core networks due to the degree of aggregation. Empirical evidence can be found in
[5,6] that core network traffic on the packet level, i.e. the average traffic arrival rate, is
modeled well by the Gaussian distribution due to the high level of aggregation. This is
clearly not the case in the access due to the limited number of users where the aggrega-
tion level is inherently low.

A comparison of AC and CO in access network dimensioning is the topic of [7].
The authors find a clear benefit of AC. Depending on network parameters like blocking
probability, packet loss probability and user activity, the number of subscribers for a
given access network capacity is substantially higher when AC is used. However, we
focus on core networks.

In [5] the network is dimensioned to support latency sensitive traffic. Accordingly,
the QoS measure the network is dimensioned for is the probability that the queue length
Q of a router exceeds a certain valuex: P{Q > x}. End-to-end delay requirements of
3ms require only 15% extra bandwidth above the average data rate of the traffic in the
highly aggregated Sprint network. Another approach [8] focuses on the probability that
the amount of trafficA(T ) generated on a link within a specified time intervalT exceeds
the capacityC of the link: P{A(T ) ≥ C · T}. The authors argue that applications
can cope with lack of bandwidth within an application-dependent small intervalT if
this occurs sufficiently rarely. They develop an interpolation formula that predicts the
bandwidth requirement on a relatively short time scale in the order of1 second by
relying on coarse traffic measurements.

Another closely related problem is forecasting of Internet traffic. A recent approach
for long-term forecasting can be found in [9]. The authors of [10] combine both tasks

c©Springer, LNCS 3462, NETWORKING 2005, Waterloo, Canada, May 2005



1059 R. Martin, M. Menth, and J. Charzinski

to yield an adaptive bandwidth provisioning algorithm. Based on measurements, the
required capacity is predicted and adjusted on relatively small time scales between4s
and2min. The Maximum Variance Asymptotic (MVA) approach for the tail probability
of a buffer fed by an Gaussian input process is used to make the QoS requirement
P{delay > D} < ε explicit.

Our work is different from the literature presented here. Our focus is not the de-
velopment of an AC or CO scheme to adjust the network capacity to the needs of a
specific application or specific scenario. We develop a model to qualitatively compare
the required capacity for AC versus the required capacity for CO.

Our View on CO for Comparison with AC Most CO studies use both a flow and a
packet level model. The first models the number of flows in the network whereas the
second causes the required extra bandwidth above the mean data rate of the traffic.

Both AC and CO can be combined with a packet level model to asses the relation
of effective bandwidth to average and peak data rates, and an inadequate packet level
model will lead to QoS degradations in both systems.

However, we are primarily interested in comparing AC to CO and not in specific
statistical multiplexing schemes. Therefore, we eliminate the packet level by working
on effective bandwidths for both systems. This is a prerequisite for a fair comparison.

If the requested rate of all flows on a link exceeds the link bandwidth, all flows are
affected by QoS degradation. This view leads to the definition of a new QoS measure
for CO: the QoS violation probabilitypv which is the time fraction with violated QoS.
As all flows are concerned, it should be low and we use an objective value ofpv = 10−6

for bandwidth dimensioning in our study.

3 Capacity Dimensioning

Now we describe the capacity dimensioning methods used for AC and CO both for a
single link and an entire network.

3.1 Traffic Model

Real-time flows are mostly triggered by human beings. Thus, their inter-arrival time is
exponentially distributed [11]. The Poisson model for flow arrivals is also advocated
by [12] and current evidence of Poisson inter-arrivals for VoIP call arrivals is given in
[13]. Therefore, a flow level model that is characterized by exponentially distributed
inter-arrival time and an independently and identically distributed call holding time is
appropriate in an evolving multimedia world.

Multi-Rate Traffic As the request profile is multi-rate in a multi-service network like
the Internet, we use a simplified multi-rate model (cf. [2]). We havenr = 3 different
request typesri, 0≤ i<nr with request sizesc(ri)∈{64, 256, 2048} kbit/s. The mean
of the request-type-specific inter-arrival and the mean of the call holding time determine
the request-type-specific offered loada(ri). The overall load isa=

∑
0≤i<nr

a(ri). The
random variableCt indicates the requested rate in case of a flow arrival and the request
size probabilityP{Ct = c(ri)} depends on the parametert ∈ [0, 1]. The statistical
properties of the request types are compiled in Table 3.1. They are chosen such that we
get a constant mean ofE(Ct)=256 kbit/s and a coefficient of variation ofcvar(Ct)=
2.291 · t that depends linearly ont.
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request typeri c(ri) P{Ct = c(ri)}
ro 64 kbit/s 28

31
· t2

r1 256 kbit/s (1− t2)

r2 2048 kbit/s 3
31

· t2
Table 1.Request type statistics.
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Figure 1. Topology of the test network.

Traffic Matrix The network experiments in this paper are based on the KING [4] refer-
ence network given in Fig. 1. All network nodes are both ingress and egress routers. We
scale the traffic matrix for the test network with the overall offered loadatot. The gener-
ation of the traffic matrix is based on the population of the cities and their surroundings
[2]). For two citiesv andw with population sizesπ(v) andπ(w), the border-to-border
(b2b) offered loada(v, w) amounts to

a(v, w) =

{
atot·π(v)·π(w)∑

x,y∈V,x 6=y π(x)·π(y) for v 6= w,

0 for v = w.
(1)

The average offered b2b loadab2b specifies the overall offered load in the network
atot =

∑
v,w∈V,v 6=w a(v, w) = |V| · (|V| − 1) · ab2b, whereV is the set of all nodes

in the network. We use shortest path routing in our experiments, which is the basis for
most Interior Gateway Protocols (IGPs). Our reference populations are given in [2].

3.2 Capacity Dimensioning for AC:M/G/n − 0

Capcity dimensioning for AC on a single link with a multi-rate Poisson flow model and
the usage of effective bandwidths is the task of finding the capacityn of a multi-rate
M/G/n − 0 blocking system. The capacityn – the number of basic bandwidth units
– must be chosen to accommodate sufficiently many flows in the network to fulfill the
desired blocking probabilitypb = 10−3. The well-known Kaufman/Roberts algorithm
presented in [14] computes the blocking probability for a given traffic mix and capacity.
Our capacity dimensioning algorithm for AC performs a computational inversion of
these formulae in an efficient way [2].

3.3 Capacity Dimensioning for CO:M/G/∞
With CO, the number of flows in the system is not bounded. Therefore, dimensioning
for CO on a single link with a multi-rate Poisson model can be done using aM/G/∞
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system. We calculate the equilibrium state probabilities of the system. The request types
constitute thek = nr classes for which the k-dimensional state space is described by
X = {x = (x0, x1, . . . , xk−1) ∈ Nk

0}. With the class-specific arrival rateλi and the
class-specific mean holding time1µi

the equilibrium state probabilities are

p(x) =

k−1∏

i=0

ρxi
i

xi!
e−ρi (2)

with ρi = λi

µi
. The consideration of the request type ratesc(ri) yields the required

link capacityc(x) =
∑k−1

i=0 c(ri) · xi of statex. Thus, the required capacityC for the
overprovisioned system is C = min

C′
{1−

∑

c(x)≤C′

p(x) ≤ pv}. (3)

This is the smallest capacity such that the rates of the flows crossing the link exceed
the link capacity at most with the desired QoS violation probabilitypv = 10−6. The
calculation of the state probabilities is also known as the stochastic knapsack with infi-
nite capacity [15]. Its solution was originally derived for theM/M/∞ system but it is
insensitive to the holding time distribution and holds forM/G/∞ systems, too.

3.4 Extension to Networks
The algorithms for link capacity dimensioning must be extended to entire networks.

BBB NAC If a flow wants to pass the network from nodev tow, the BBB NAC checks
the single budgetBBB(v, w). We dimension the size of the budget with the single link
AC algorithm in such a way thatpb = 10−3 is achieved. The capacity of a link within
the network is the sum of all budgets crossing this link.

CO For CO, the QoS violation probability on the complete path from source to desti-
nation must be at mostpv = 10−6. The corresponding probabilitiespv(l) on the indi-
vidual links are clearly rather positively correlated. An upper bound forpv on the path
is given bypv(path) = 1 −∏

l∈path(1 − pv(l)) wherel ∈ path denotes the links on
the path andpv(l) is the QoS violation probability on the link. Now we can compute
pv(l) = 1− len(path)

√
1− pv for a given link for every b2b relation and obtain the min-

imum of these values as the required QoS violation probability on this link. Based on
pv(l) and the aggregate offered loada(l) of all flows traversing linkl we can dimension
the capacity of each linkl in the network.

4 Capacity Requirements for AC and CO

In this section, we compare the capacity requirements for AC and CO. We dimension
the capacity for AC such that the blocking probability ispb = 10−3 under normal
conditions. As CO cannot prevent overload situations, we dimension the capacity for
CO in a very conservative manner such that the QoS violation probability ispv = 10−6.
We concentrate first on a single link to understand the basic tradeoffs and then we extend
our study to entire networks.

4.1 Single Link with Constant Load
First, we explain economy of scale as it is the key to understand the phenomena in
our study. Then, we compare the capacity requirements for AC and CO for a constant
load on a single link and consider the strength of the QoS violation by CO. Finally, we
enhance the constant offered load scenarios by rare overload situations.

c©Springer, LNCS 3462, NETWORKING 2005, Waterloo, Canada, May 2005
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Economy of Scale In Fig. 2 we dimensioned the required capacity on a single link
for AC and a blocking probability ofpb = 10−3. The required link capacity is almost
proportional to the offered link load, at least for an offered load of103 Erlang or more.
The average resource utilization of that capacity by the offered traffic increases with the
offered load and expresses the resource efficiency in a natural way. The fact that little
offered load leads to low utilization and that large offered load leads to high utilization
is a non-linear functional dependency and it is called economy of scale or multiplexing
gain.

Figure 2 also shows that traffic with highly variable request sizes (t = 1) requires
more capacity. In the following, we use only highly variable traffic (t= 1) due to the
multi-rate nature of Internet traffic.
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Comparison for Constant Offered Load Figure 3 indicates the required capacity for
AC and CO depending on the offered load. The ratio of both curves shows that they
differ significantly only at low offered load. The oscillations here and in the following
figures are due to the granularity limitation of the bandwidth and request size quantities.
In particular, CO requires less than 5% additional capacity at204 Erlang or more. The
capacity for CO withpv = 10−6 equals approximately the capacity for AC withpb =
10−6. Due to economy of scale, this requires only slightly more capacity than AC with
pb = 10−3 for large offered load [2].

Another concern is the degree to which QoS is violated. We can capture that by
the lack of capacity in overload situations. The average lack of capacity over time is
E[L] =

∑
c(x)>C,x∈X (c(x)− C) · p(x) wherex is the state vector of flows in the sys-

tem. Figure 4 illustrates this value in percent related to the provisioned capacity for CO.
It is in the order of10−6 for all considered scenarios because we have provisioned so
much capacity that overload occurs very rarely withpv = 10−6. In case of overload sit-
uations, the lack of capacity is 6 orders of magnitude larger but it is not larger than 6%.
The reason for that is the constant offered load in our experiment, which allows only
small statistical oscillations but does not model occasional hot spots due to increased
content attractiveness at certain locations.

Comparison for Rare Overload Rare overload situations can occur due to hot spot
scenarios caused by singular events. We capture this intuition by keeping the offered
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load at a normal levelanormal for a time fraction364
365 and increase it to an overload

level of aoverload for a short time fraction of 1
365 . In the following, we call the ratio

fl = aoverload

anormal
the link overload factor. Note that the variability of the time series of

offered load is still quite moderate with a coefficient of variation of 0.104 for an over-
load factor offl = 3. The capacity for AC is dimensioned based onanormal since an
increased blocking probabilitypb can be tolerated for a short time interval whereas the
capacity for CO is dimensioned based onaoverload since CO cannot avoid congestion
in severe overload situations. For very high offered load, a utilization of almost 100%
can be achieved for AC. In this case, the ratio of the capacity requirements for CO and
AC scales with the overload factorfl and the blocking probabilitypb during overload
situations scales with1 − 1

fl
which are both analytical values. Figure 5 shows these

performance metrics for an offered loadanormal = 102 Erl andanormal = 105 Erl.
Regardless of the offered load, the ratio of the capacity requirements for CO and AC
follows quite well the overload factorfl while the blocking probabilitypob depends also
significantly on the offered load. The fact that the CO:AC capacity requirement curves
cross is due to the stronger impact of multiplexing gain when the offered link load is
low.

Figure 5 shows that the blocking probabilitiespob for a = 10{2,5} Erl are below
the analytical value1 − 1

fl
. In overload situations, 100% of the available bandwidth

is used to transport traffic. If a high average utilization can be achieved under normal
conditions, only relatively little extra capacity is available to accommodate extra traf-
fic. Therefore, the blocking probability increases with offered load. Hence, QoS can be
maintained with AC in overload situations and the effective blocking probability is sig-
nificantly smaller than the simple analytical rule of thumb for a moderately aggregated
traffic. However, the additional capacity for CO scales quite well with the assumed
overload factor. These are the results from the analysis but there is another practical
problem. The overload factorfl is unknown and must be overestimated to guarantee
QoS. This safety margin cannot be covered by our analysis but increases again the ad-
ditional capacity requirements for CO.
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4.2 Networks with Constant Load
We have studied the single link to understand the basic tradeoffs. If we proceed to entire
networks, we have to take the impact of NAC into account which entails two different
types of multiplexing gain.

A Traffic corresponding to a single b2b relationship(v, w) is carried within a single
BBB(v, w). Its offered loada(v, w) determines the required capacity of that BBB
and its utilization. Here, BBB NAC and CO can profit from economy of scale for
budgets.

B Traffic corresponding to different b2b relationships is carried over a single link.
The capacity requirement for the considered link is the sum of the capacities of the
respective BBBs. With CO, in contrast, the required capacity of a linkl is calculated
on the basis of its overall offered traffic loada(l) which is a larger aggregation level
than the load pertaining only to a single budget. We call that economy of scale due
to link sharing. It can be exploited by CO but not by BBB NAC.

Fig. 6 shows the capacity requirements for CO and AC and their ratio depending on
the average offered b2b loadab2b. CO requires significantly less capacity than AC for
low offered load, and the capacity requirements are about the same for an offered load
of 104 or more. We get this counterintuitive result because AC can exploit economy of
scale only on the budget level (A) but not due to link sharing (B). The fact thatpv takes
more stringent values thanpb plays obviously only a minor role in entire networks.
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requirements for CO and BBB NAC and their
ratio in the KING testbed.
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under overload conditions in the KING testbed.

4.3 Networks with Rare Overload

The comparison of the capacity requirements is now enhanced by rare overload situ-
ations but it is still based on constant total offered load. AC can provide QoS also in
such scenarios and a temporary increase in blocking can be accepted. Hence, capacity
dimensioning is based on the normal traffic matrix. CO requires sufficient additional
capacity for all overload conditions. Therefore, the link capacity must be provisioned
for CO such that the maximum expected load can be carried for any overload scenario.
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Overload Model for Networks We model overload in entire networks quite conser-
vatively by single hot spots whereby the overall offered load in the network does not
increase, i.e., we change only the structure of the traffic matrix. We increase the traffic
attraction of a single cityv by a hot spot factorfh, which is expressed by a modified
population function

πv
overload(w) =

{
π(w) if w 6= v

fh · π(w) if w = v
. (4)

For every potential single hot spotv ∈ V, a traffic matrix is generated proportionally to
πv
overload with the same overall offered load in the network.

Comparison of Capacity Requirements for Rare Over- and Underload Figure 7
shows the relative network capacity CO:BBB NAC and the blocking probabilitypob
depending on the average offered b2b loadab2b for fh ∈ {0.5, 1, 2}. For a hot spot
factor offh=2, CO already requires more capacity than BBB NAC for an offered b2b
loadab2b=70 Erl and it needs 60% more capacity than BBB NAC for high offered load.
During overload, the blocking probability is 7% – averaged over all b2b relationships –
and it is at most45.4% for a few b2b aggregates in some scenarios. Depending on the
network operation policy, these values are well acceptable.

With fh = 0.5, a single node looses global attractiveness, which means that the
relative importance of all other cities is slightly increased. This causes a smooth shift
of offered load in the traffic matrix from this city to other cities. It raises the capacity
requirements for CO and the blocking probabilities for the BBB NAC only slightly in
contrast to the previous experiment.

Figure 8 shows the impact of the hot spot factorfh on the ratio of the capacity
requirements for CO and BBB NAC as well as the corresponding average blocking
probabilitypob for an offered b2b loadab2b ∈ {101, 103} Erl. For the single link exper-
iment, we could easily predict that the capacity requirements for CO scale withfl. In
case of a traffic shift due to increased attractiveness of a single node within an entire
network, the effect of the hot spot factorfh is significantly smaller. One reason is that
BBB NAC can exploit economy of scale only within b2b budgets (cf. A above). This
applies in particular forab2b=10 andab2b=103 Erl but not for clearly larger values of
the offered b2b load. Forab2b=103 Erl andfh=3, the additional capacity requirements
are about 200% for the single link experiment while they amount to only 150% for the
network experiment. Another reason is the following. In a situation with an increased
attractiveness of nodev, the links leaving from and leading tov require most additional
capacity. But they carry also transit traffic whose rate is rather slightly decreased by
v’s increased attractiveness. Hence, the increase of the capacity requirements of those
links depends on a mixture of slightly decreased transit traffic rates and significantly
increased rates for hot spot traffic. Therefore, their additional capacity requirements
are smaller for a given hot spot factorfh than the additional capacity requirement of a
single link with a link overload factorfl.

Figure 9 shows the maximum values for the relative capacity requirements of CO
compared to BBB NAC on all single links within the network. These maximum relative
capacities are significantly larger than for the entire network. For example, the network
requires only 150% more capacity for CO than for AC in case of a hot spot factor of

c©Springer, LNCS 3462, NETWORKING 2005, Waterloo, Canada, May 2005



1066 R. Martin, M. Menth, and J. Charzinski
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Figure 9. Impact of the overload on the maxi-
mum additional relative link capacity require-
ments.

400%, but some links require 300% more capacity. Hence, the additional capacity varies
significantly among the links and the exact amount depends on the network topology,
the traffic matrix, and the routing. Therefore, determining the appropriate degree of
overdimensioning for individual links in a network is a non-trivial task for which our
analysis can be useful. It may be applied, e.g., to provision Differentiated Services
networks [16], the base architecture for the future Internet, which will be a multi-service
network with high and low priority traffic and suitable scheduling mechanisms. If the
fraction of high priority traffic is low, bandwidth overprovisioning can be done for high
priority traffic and the required excess capacity may be used under normal conditions
to transport low priority traffic. In case of overload in the high priority traffic class, low
priority traffic is swamped out.

Finally, we would like to point out that all these results were obtained by a mere
traffic shift while the overall offered load in the network has been kept constant.

5 Discussion and Conclusion

Our results show that capacity overprovisioning (CO) requires only 5% more capacity
on a single link than border-to-border (b2b) budget (BBB) based network admission
control (AC) if we consider constant offered load. As this assumption is not realistic,
we took temporary overload of up to 300% of the normal traffic into account. In this
case, AC can guarantee QoS for admitted flows at constant capacity at the expense of
higher blocking probability, whereas CO needs 200% more capacity. We extended this
experiment to entire networks to better motivate the overload scenario. We assumed
the traffic matrix to be proportional to the population of the catchment area of a router.
To solicit overload, we kept the overall traffic in the network constant, increased the
attractiveness of a single city by up to 400% by increasing the population by that factor,
and performed that experiment for every city. This models realistic temporary hot spots
without increasing the overall traffic volume. Here, CO requires 60% (150%) more
capacity than AC for a hot spot factor of 100% (400%) while AC reacts with a blocking
probability of 7% (25%).
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Based on our temporary hot spot model, we could prove considerable bandwidth
savings by AC compared to CO. AC, however, requires a substantial amount of sig-
nalling, coordination and interoperation that is not yet implemented in most networks.
An economic assessment must take this into account.

We showed that the required degree of overdimensioning varies among the links
within a network and, therefore, our analysis can be useful to determine the appropriate
additional capacity for individual links for a given networking scenario with suitable
assumptions regarding overload. This approach can be of particular interest for Differ-
entiated Services networks [16].

Currently, we are working on a comparison between CO and link-by-link (LB)
NAC. LB NAC is wider spread than BBB NAC and its resource utilization differs sig-
nificantly. In addition, we intend to integrate resilience aspects into our work.
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