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Abstract

In this work we optimize administrative link costs of IP netks in such a way that the
maximum utilization of all links is as low as possible for &skconsidered failure scenarios
(e.g., all single link failures). To that aim, we present igev "hill hopping" heuristic with
three different variants and compare their computatioesiand the quality of their results.
We adapt the objective function of the heuristic to make thk tost settings robust to
single link failures, single node failures, and single lmknode failures, and compare the
results. In particular, we optimize the routing for muliéat networks where unused backup
capacity of the link layer can be reused to redirect traffith@network layer in case of an
IP node failure.

1 Introduction

IP routing is very robust against network failures as it fsvinds possible paths between two
endpoints as long as they are still physically connectedeMéfailure occurs, traffic is rerouted
which may lead to congestion on the backup paths. In fad,ishihe most frequent cause for
overload in IP backbones [1] and may violate the quality ofise (QoS) in terms of packet
loss and delay.

In IP networks, traffic is forwarded along least-cost pathese costs are based on the sum of
the administrative costs of their links. The modificatiortted administrative link costs changes
the routing and is thereby a means for traffic engineeringe itk costs are usually set to
one, which is the hop count metric, proportionally to the ldelay, or reciprocally to the link
bandwidth. However, for a network with a given topologyklimandwidths, and traffic matrix,
the maximum link utilization can be minimized by choosingoagpriate link costs, but this
problem is NP-hard [2]. Therefore, heuristic methods apdiag to solve it [3].

In the presence of failures, the overload due to backupdraffly be reduced by influencing
the routes by a modification of the link costs. Calculatingy m®sts and uploading them on
the routers takes some time and this is cumbersome becausteontages last less than 10
minutes [4]. In addition, when the failed link resumes ofiera the new link costs may be
suboptimal. A simpler solution is setting the link costs @mpiin such a way that they lead to
a low utilization of all links both under failure-free cotidns and after rerouting for a set of
protected failuresS. So far, only a few papers [5—8] addressed this kind of ogtition and and
they considered only the protection of single link failures
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Figure 1: Connections of lower layers provide links for uplagers.

In multilayer networks, connections of lower layers pravithks for upper layers. Figure 1
illustrates that a logical IP network link may be implemehtsy a label switched path (LSP)
of an underlying MPLS layer. This LSP contains further intediate label switching routers
(LSRs) not visible on the IP layer. Likewise, links betwebrde LSRs may be implemented
by virtual or physical connections of an underlying SONEJ¥Sor optical layer. Multilayer
networks provide rerouting or protection switching capibs and backup capacity on different
layers [9]. This seems to be a waste of resources, but piatech lower layers reacts faster
than rerouting on the IP layer. To save bandwidth, it is @éééir to share the backup capacity
between layers, which is possible between the IP layer angddbket-switched MPLS layer.

The contribution of this paper is manifold. It suggests teevrithill hopping" heuristic for
the optimization of resilient IP routing with three differteintuitive variants. It presents a new
methodology for an empirical comparison of the computatiores of the algorithms and the
quality of their results. And it goes beyond the protectiésingle link failures as node failures
are also considered and, in particular, backup capacitsirghbetween layers for multilayer
networks.

Section 2 gives the problem formulation for resilient IPtiog and summarizes related work.
Section 3 proposes several new heuristics and comparesdmeputation times and the quality
of their results. Section 4 adapts the objective functiothefheuristics to different protection
variants including multilayer protection and illustrategir impact on the bandwidth efficiency.
Finally, we summarize this work and draw our conclusionsent®n 5.

2 Optimization of IP Routing with and without Resilience Requirements

In this section, we review fundamentals of IP routing and mamze related work on routing
optimization with and without resilience requirements.

2.1 Fundamentals of IP Routing

In IP networks, routers have routing tables that contaimfany IP-address-prefixes one or sev-
eral next hops. A router forwards an incoming packet by figdive longest prefix in the routing
table that matches its destination address and by sendmngrie of the corresponding next hops.
Thus, IP implements destination-based routing. Singlk gaiting forwards the traffic only to



the interface or next hop with, e.g., the lowest ID while npath routing splits the traffic equally
among all possible next hops (cf. 7.2.7 of [10]). The routialgles are usually constructed in
a distributed manner by routing protocols like OSPF or ISH& exchange information about
the current topological structure of the network. A routelcalates the next hops to all other
routers in the network by using the shortest (or least-quetf)s principle to avoid forwarding
loops. In particular, sink trees are computed to every dastin in the network. In addition a
router knows which node in the network serves as egressrrmupeefixes outside the network.
This combined information is constructed into the routialglé¢. 1P routing is very robust against
network failures because in case of a failure, the new tapodd information is exchanged by
the routing protocol and routers update their routing t®blEhis rerouting may take seconds,
but currently new mechanisms for IP fast rerouting are itigated [11]. Single-path routing is
default, but we apply the equal-cost multi-path (ECMP) aptiwhich allows multi-path rout-
ing over all least-cost paths towards the same destinatianakes the routing independent of
device numbers and enables fast and local traffic rediredtia next hop fails and several next
hops exist [12].

2.2 Problem Formulation

We model a network by a graghi= (V, £) consisting of its set of nodasand its set of directed
links £. Calligraphic letters¥ denote sets and the operatdf| indicates the cardinality of a
set. Each link € £ has a capacity(/) and is associated with cokt/). The capacities and the
costs of all links are represented in a compact way by theveetandk. Note that vectors and
matrices are printed boldface and the indexed componemtsextorv are denoted by (i). We
work with integer link cost betweeh,,;,, = 1 andk,,,..., thus, they are taken from a vector space
With (Epmae )€ elements.

A network is resilient to a certain failure scenaridf the rerouted traffic does not lead to
congestion. Therefore, resilience always relates to afgmibtected failure scenariaS. Each
s € § describes a set of non-working network elements. For the sélsimple notation, the
working scenarid) is part ofS. The functionu(Z, v, w) indicates the percentage of the aggregate
from nodev to w that is carried over link. This description models both single and multipath
routing. We extend this routing function t& (1, v, w) to account for a specific set of link costs
k and a certain failure scenarioc S. The traffic matrixD contains the demand raf@(v, w)
between any two nodes w € V. The utilizationp(k,, s) of a link [ in a failure scenaric,
the maximum utilizationp’d** (k, 1) of link { in all failure scenarios € S, and the maximum
utilization p3'¢” (k) of all links [ € £ in all failure scenarios € S is calculated for any link cost
vectork by

p(k,l,s) = Z ul;(l’v’w) “D(v,w) | /e(l) (1)
v,WEY

p?aa:(k’ ) = rgeag( (p(k,1,s)) (2)

s’ (k) = max(p5*(k,1)) ®)

Note that the calculation of Equations (2) and (3) is quitgtlgcsince destination trees need to be



calculated by Dijkstra’s algorithm for each protected ratnfailure s € S. When our algorithms
calculatepg¢” (k') to test forpd'¢” (k') < pg'¢” (k), the calculation opg'¢” (k') stops as soon as
pg{‘gx(k) has been exceeded to save corﬁputation time. In additioaittee scenarios can be
sorted in such a way that this condition occurs early.

The objective of IP routing optimization is to find a link casictork such that the maximum
link utilization pg{%x(k) is minimal. If resilience is not required, the set of progetfailure
scenarios contains only the working scena$ie= {()}, otherwise it contains, e.g., all single
(bidirectional) link failures.

2.3 Related Work

We briefly review existing work regarding the optimizatiohlB routing with and without re-
silience requirements.

2.3.1 Optimization of IP Routing without Resilience Requiements

The problem of IP routing optimization without resilien@xuirements is NP-hard [2]. Some
papers try to solve the problem by integer linear progranddsaanch and bound methods. Since
the search space is rather large, others prefer fast hesiréstd use local search techniques [3],
genetic algorithms, simulated annealing, or other heasistThe papers also differ slightly in
their objective functions. In case of traffic hot spots oklfailures, link costs may be changed,
but this possibly causes service interruptions such trantimber of changed link costs should
be kept small [13].

2.3.2 Optimization of IP Routing with Resilience Requiremats

Optimization of IP routing becomes even more difficult iffdient failure scenarios must be
taken into account for minimization of the objective functiin Equation (3). It has been pro-
posed independently by [5—7] for single link failures andast at the same time. The presented
algorithms use a local search technique combined with altsbar a hash function to mark
already visited solutions. To escape from local minima,g&is some link weights to random
values. To speed up the algorithm, [6] investigates onlyn@oen fraction of possible neigh-
boring configurations while [7] applies an additional hstici to generate a fraction of good
neighboring configurations. Finally, [8] accelerates thal@ation of the objective function by
considering only a set of critical links instead of the emset of protected failure scenariSs

3 New Heuristics for Resilient IP Routing

In this section, we propose new heuristics to find good lindt€k for resilient IP routing and
compare their computation times and the quality of theiultss
3.1 Description of the Algorithms

We apply the well-known hill climbing heuristic and propdse new hill hopping heuristic for
resilient IP optimization. In addition, we propose threffedent methods for the generation of



random neighbork,.\ from a large neighborhood of the current link coktsThese methods
are required by hill hopping and can be reused by other h&ucisntrol algorithms.

3.1.1 The Hill Climbing Algorithm

The hill climbing algorithm starts with an initial curreneetork of current link costs. It first
evaluates the maximum link utilizatiqngﬁ‘gx(knew) of all link cost vectorsk,,cy in the close
neighborhood of the current vectkrwhich consists of all vectors that differ froknby at most

2 in a single link. It chooses thienew With the best improvementg'¢” (k) — p§¢" (knew) as
successor vector &. If no suchkyew can be found, the algorithm terminates; otherwise, the
procedure restarts with the new current vedtor

3.1.2 The Hill Hopping Algorithm

The quality of the results of the hill climbing algorithm gerfs from the fact that it terminates
when the first local minimum is found. We avoid this drawbagkAlgorithm 1. Here, the
current cost vectok is substituted bykyew if its maximum utilizationpd ¢ (knew) is Smaller
than the one of the currently best link co®tges; multiplied by a factorT > 1. Thus, the
maximum utilization of the current link costs can be slightirger thanpg’{cg”(kbest). The
method terminates it/ new vectorsknew have been explored without finding a better one
thankpest -

In analogy to the hill climbing algorithm we call this methbidl hopping. The current vector
k has a high quality. We view this quality as a hill in the muliinensional state space. A
randomly generated succesdgfew can be fairly distant fronk and if it is accepted as new
current vectork, it also represents a quality hill. Thus, this method penfmill hopping.
The design of this algorithm was inspired by the thresholtbpting algorithm [14] which is a
simplification of the simulated annealing heuristic.

3.1.3 Neighborhood Generation for the Hill Hopping Algorithm

The hill hopping algorithm uses the metho@&B=RATERANDOMNEIGHBOR for the generation
of a new vectoky.y in the wide neighborhood df. We propose three different implementa-
tions of that method.

Random Neighborhood GenerationRNG(h,d) The random neighborhood generation (RNG)
randomly chooses* links according to a uniform distribution between 1 @ndt changes their
costs by adding or subtracting an integral value betweerdldabut the minimum cost value
kmin =1 and the maximum cost valug, ... must be respected as side conditions.

Link Ranking Methods 7 (1) and rX, (1) The following neighborhood generation methods
take advantage of the link-specific maximum utilizatjg#f*” (k, /) in Equation (2). The relative
rankrX, (1) of alink is the number of linkg' € £ that have a smaller utilization valypg® (k, ')
thani. Note that several links possibly have the same relativk. rarhe absolute rank of a

link 7% (1) is its relative rank’X (1) plus the number of link¢’ with the same maximum link



Input:  start vectotkstart, maximum number of unsuccessful moved:> ", threshold
T for accepting new candidates
k — Kkstart, kbest — kstart, n — 0,
while n < niote do
Knew < GENERATERANDOMNEIGHBOR(k)
n«—n+1
if (pgl,%x(knew) <T- Pgl,%x(kbest)) then
k — kpew
if Pgl,?:x(k) < pgl,%x(kbest) then
kpest < k,n <0
end if
end if
end while
Output:  link costskpest

Algorithm 1. HiLLHOPPING searches for link costkpes; that lead to low maximum link
utilization pgf%“(kbest) in all protected failure scenarids.

utilization p’&**(k, !") but with a lower link ID tharl. Both rankings yield numbers between 0
and|&|—1. In contrast to the relative rank, the absolute rank is a lappmng.
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Figure 2: The greedy neighborhood generation (GNG) chobséiaks randomly according to
the displayed probability density function using the abtolink rankr};bs and then
modifies their costs by a negative or positive offset betwieandd.

Greedy Neighborhood GenerationG NG(h,d) The greedy neighborhood generation chooses
anumber* between 1 and. It then chooses* links based on a special heuristic, and increases
or decreases their costs if they carry high or little loadpeetively. The heuristic to select the
h* links works as follows. The absolute ran (1) of a link [ is associated with one of tHé|
equidistant subintervals ¢6; 1) in Figure 2. A link is randomly chosen based on the probabilit



density functionf(z)=(m+1)-(2-z—1)™ in Figure 2. If the absolute ran¥, (1) of that link
lis smaller thaﬂ%”, it has a relatively low maximum utilization valy'** (k, [). Therefore,
its cost is decreased by an integral random variable whighifsrmly distributed between 1 and
d. Otherwise itis increased by that value. This is repeateiithe cost ofh* different links are
changed. The GNG rarely changes the cost of linkdéth a medium maximum link utilization
p&**(k,1) and it only increases (decreases) the costs of links with(fogh) p2** (k, ). This
is similar to the heuristic used in [7].
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Figure 3: The intelligent neighborhood generation (INGydasesh* links arbitrarily and then
modifies their costs by an offset according to the displayebtatility density function
that depends on the relative rarf; (1) of the considered link.

Intelligent Neighborhood Generation ING(h,d) Like the RNG, the intelligent neighbor-
hood generation (ING) also chooses links arbitrarily to modify their costs by a randomly
selected integral offset value betweed andd. This offset is derived from a link-specific tri-
angle distribution whose vertex is determined by the nedatankrX (1) of the respective link.
This is visualized in Figure 3. In contrast to GNG, the costf link has the same chance to be
changed and if so, it can be increased and decreased. Like (BN@3also favors the increase
(decrease) of the cost of links with high (low) maximum linlliation p'¢**(k, 1), but it has
more possible neighboring configurations than GNG.

3.2 Performance Comparison of the Heuristics

We study the computation time of the algorithms presentegt@bnd the quality of their results.
The computation time is measured both by the actual compntéine of the algorithms and
by the number of evaluated link cost vectig..,; note that there is no linear mapping between
these quantities since the calculatiorpgfs” (k) may be stopped early when a preliminary result
is already too large. The optimization quality is capturgdte scale-up factof (k) = %
which has the following interpretation: a routing basedink tostsk can carry the same traffic



matrix scaled by factaf (k) to reach the same maximum link utilizatipf§'¢* (1) as the routing
based on the standard hop mekie-1.
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Figure 4: The Labnet03 network consists of 20 nodes and 5@&:btabnal links.

We use the Labnet03 network in our study with equal link baddvs together with the
population-based traffic matrix from [15] (cf. Figure 4). @ECMP option is used for traf-
fic forwarding, the parameters for the heuristics are séf,tp, = 10, ny’>"% = 30000, h =5,

d=1, m=1 (for GNG), and the set of protected failure scenaosomprises all single link
failures.

3.2.1 Computation Time

The heuristics improve the quality of their results incretadly, and may take very long de-
pending on the termination criteriot}.>"%. Therefore, preliminary results are already available
before the program ends and we take advantage of that factrtpare the average convergence
speed of 100 different optimization runs for all heuristi€be start vectokg;a,.¢ Can be viewed
as the seed for both the deterministic hill climbing alduoritand the stochastic hill hopping al-
gorithm. For hill hopping we initialize start vectoksar+ With random numbers between 1 and
kmaz While for hill climbing we use 1 and 2 with equal probabilitinee hill climbing cannot
escape from a local optimum.

Figures 5(a) and 5(b) illustrate the evolution of the saaiefactord(k) depending on the
number of evaluated link cost vectors for the hill climbingdathe three hill hopping variants
averaged over 100 different runs. They show the scale-uprféar the first 3000 and 30000
evaluations, respectively. Due to the random initial@atithe scale-up factor for the hill climb-
ing algorithm is on average below 1 for the first 3000 evabrej but it achieves good scale-up
factors in the end. We observe the first improvement for Hithising on average after 265
evaluations because of the chosen random initializatiosn hik climbing terminates relatively
early in a local optimum, the corresponding curve ends af@4¥aluations; this has been the
maximum number of evaluations in 100 runs. Hill hopping WBNG leads very fast to good
results, but it is outperformed by all other algorithms oa tbng run. An analysis of the re-
sulting link costs shows that most of them take either thammim or the maximum value, i.e.,



o
©

o
)

I
IS

R Hill climbing 7
= Hill hopping with RNG

Average scale-up factor 9(kbest)

0.2 = = =Hill hopping with GNG 1
+=="Hill hopping with ING
0 ‘ ‘ ‘ ‘ ‘
0 500 1000 1500 = 2000 2500 3000
Number of evaluated link cost vectors
(a) The first 3000 evaluations.
1.6f

=

Average scale-up factor e(kbest)

0.8

0.6

0.4 o Hill climbing 1
— Hill hopping with RNG

0.2

= = =Hill hopping with GNG 1
==Hill hopping with ING

0.5 1 15 2 25 3
Number of evaluated link cost vectors  1¢*

(b) The first 30000 evaluations.

Figure 5: Evolution of the scale-up factéfk) for different heuristics depending on the number
of evaluated link cost vectols, .+ and averaged over 100 runs.

this heuristic is not able to leave certain local optima.l Hdpping with ING also yields good
results quite quickly, but RNG produces better link costgragufficiently many evaluations.
Thus, sharpening the search for good candidates in thebighod of the current link cosks
accelerates the convergence of the scale-up factor, bigsbiirapedes the random discovery of
excellent configurations.

3.2.2 Quality of the Results

We run the heuristics repeatedly with different seeds odehdurs. After each termination of
hill hopping, we applied an additional hill climbing to thedil result to make sure that the local
optimum is found. Table 1 shows that the presented algosithm with a different frequency
because they evaluate a different number of link cost ve@nd some of these evaluations are
stopped early.
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We sort the runs according to ascending scale-up factorpraasent the time series of their
cumulated computation times in Figure 6. It shows that th&SRMdriant of hill hopping leads
to the best results, followed by ING, GNG, and normal hilhdting. Investigating different
networks showed that the order of efficiency of the differgigbrithms remains the same, but
the distance between the curves varies. We observed thati@gles a low maximum link
costk,,q. to limit the search space whereas ING also works well fordatg,... We also tested
other heuristics with similar computational requiremeetg). the original threshold accepting
(TA) algorithm [14] and simulated annealing (SA), but hiigping leads to the best results. In
addition, hill hopping has fewer parameters than TA or SAiantherefore, simpler to apply.

Table 1: Number of optimization runs within 24 hours with tteeresponding number of evalu-
ated link cost vectors.

method #runs | #evals/run| #evals in 24h
hill climbing 358 13719 4911386
hill hopping (GNG) 95 63079 5992505
hill hopping (ING) 58 110752 6423628
hill hopping (RNG) 48 90032 4321527

4 |P Resilience for Multilayer Networks

We first comment on multilayer resilience. Then we discusgoua protection variants with
different implications on the resource management whighaich the objective function of the
optimization problem. Finally, we compare the differerptection variants.
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4.1 Multilayer Resilience

As mentioned in Section 1, networks have a layered architecs illustrated in Figure 1. Sev-
eral layers can provide resilience mechanisms with backppdity to repair broken paths. Link
management or routing protocols trigger their activatemg the temporal coordination of the
resilience mechanisms of different layers is an importastié that is solved, e.g., by timers.
The reaction time on lower layers must be shorter than onrupgers to avoid unnecessary
and repeated reroutes on upper layers. As a consequentecatbare repaired by lower layer
protection while the outage of IP routers still requires éPouting to reestablish connectivity.
As any failure can be repaired on upper layers, multilaysitiemce seems a waste of resources.
However, lower layer protection mechanisms are faster lRaerouting since they switch the
traffic to preestablished backup paths in case of a failudeerdfore, multilayer resilience is
used in practice, but it is desirable to save backup caphgitgusing the backup capacity of the
MPLS layer on the IP layer whenever possible.

4.2 Optimization of IP Routing in Multilayer Networks

We now consider different options for multilayer resiliend hey differ in reaction speed and the
available capacity after rerouting. The failure of IP nodesst be protected by slow IP rerouting.
In contrast, IP link failures, which are more likely, can temaled by slow IP rerouting if no link
layer protection exists (NoLLP), by fast 1:1 link layer protion (1:1LLP), or by very fast 1+1
link layer protection (1+1LLP). We talk about low, mediunmdehigh service availability (LSA,
MSA, HSA) if there is no explicit backup capacity, if the cajig suffices to carry the backup
traffic from single link failures, or from single link and rtar failures. In the following, we
discuss different link protection alternatives with diffat requirements for service availability.

4.2.1 No Link Layer Protection with Low, Medium, and High Service Availability
(NLLP-LSA, NLLP-MSA, NLLP-HSA)

As failures are protected only by IP rerouting, the full a@pais available for the IP layer
and Equation (3) can be used as objective function for thénguwptimization. The service
availability impacts the set of protected failure scermmsach thatS contains the failure-free
scenario only, all single link failures, or all single linkié router failures for NoLLP-LSA,
NoLLP-MSA, and NoLLP-HSA, respectively.

4.2.2 Link Layer Protection with Medium Service Availability (LLP-MSA)

In the presence of 1+1 or 1:1 link layer protection, IP rogitian be optimized for the failure-
free caseS =0 since link failures are completely covered by LLP and noderfs do not need
to be protected. We assume that backup capacity sharing joasible and that LLP consumes
50% of the link layer capacity. Therefore, the utilizatioalues of the IP layer capacity are
twice as large as in a network with NoLLP if the same link lagapacity is available. To get
meaningful comparative results, we change Equation (3) to

P (k) = 2-max (P (k1)) (4)

11



4.2.3 1:1 Link Layer Protection with High Service Availability (1:1LLP-HSA)

With 1:1LLP, the link layer provides a primary link and a bapkiink to the IP layer. If the
primary link fails, the traffic is automatically redirectémlthe backup link, otherwise the backup
link can carry extra traffic. Thus, only half the capacity damused for premium traffic in
failure-free scenarios. We account for this fact by calkingathe utilization of the primary
capacity which is twice the utilization of the overall linlagacity. As we protect all single
failures in our study, all links work when a router fails subht the capacity of the backup links
can be reused in this case. Thus, the full link capacity iflabla for rerouting due to node
failures. To capture these side conditions, we substitopgaBon (3) for the optimization of
resilient IP routing by

max

k) = 2. k,l k,l 5
pS,(‘: ( ) maX( I}le%xp( ) ’w)’{(l,s):lerg?é(S/\s#(Z)}p( ) 55)> ( )

where the set of protected failure scenatbsomprises all single router failures.

4.2.4 1+1 Link Layer Protection with High Service Availability (1+1LLP-HSA)

With 1+1LLP, traffic is simultaneously carried over primaagd backup paths such that the
reaction time is very short if a failure occurs. Hence, thekli@ capacity can never be reused
on the IP layer, and only half of the link layer capacity isitalae for IP traffic. Therefore,
Equation (4) applies instead of Equation (3) for the optatian of resilient IP routing withs
being the set of all single router failures.

4.2.5 Related Aspects

We briefly mention additional issues that have not been takeraccount by the above scenarios
and may be for further study.

Shared Protection on Lower Layers The above scenarios assumed that on the lower layer, the
capacity of a backup path is fully dedicated to a single prinpath. When shared protection is
allowed, the same capacity carries backup traffic from aifieprimary paths in different failure
scenarios. As a consequence, significantly more than 50%edfrik capacity can be used to
carry protected IP traffic on the IP layer [15]. The author$l@f have shown that single link
failures can be protected more efficiently by plain WDM patitan than by plain [P restoration

if backup capacity sharing is allowed for both options.

Shared Risk Groups (SRGs) For simplicity reasons, we consider only single link or \eyut

failures. However, multi-failures may also occur due todiameous uncorrelated failures or
due to correlated failures of so-called shared risk grogp¥3s). The simplest form of a shared
risk link group (SRLG) is the failure of a router which ensaihe simultaneous failure of all its

adjacent links. More complex SRGs occur, e.g., due to theréabf unprotected lower layer

equipment. General SRGs can be integrated in our optiroizapproach by simply including

them into the set of protected failure scenariysbut in practice, the difficulty is mostly the

missing knowledge about them.
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4.3 Performance Comparison

We compare the bandwidth efficiency of the multilayer resitie scenarios with and without
routing optimization. We calculate the maximum link utition p¢¢* (X, k) for the hop count
metric (k = 1) and for optimized link coskpes; fOr each multiléyer resilience scenari®.
As the maximum utilization valuga:g{fg”(X, k) is the largest for unoptimized routing in the

1+1LLP-HSA scenario, we usgg¢” (1+1LLP-HSA 1) as the base for the relative scale-up
PR (1+1LLP-HSAL)
faCtOl'n(X7 kbest) =5 ;gt%x (X Kpest)

Table 2 presents results from the Labnet03 (cf. Figure 4) bt the heterogeneous traf-
fic matrix used above and for a homogeneous traffic matrix. Stadée-up factorg(X, 1) and
1(X, kpest ) illustrate the impact of the multilayer scenatdd. They quantify how much more
traffic can be carried wittX' compared to 1+1LLP-HSA. Obviously, most traffic can be trans
ported with NoLLP-LSA, followed by NoLLP-MSA, NoLLP-HSA, LP-MSA, 1:1LLP-HSA,
and 1+1LLP-HSA. In the presence of a heterogeneous traffidxnthe protection of link and
router failures requires more backup capacity than theeptioin of only link failures when no
LLP is used. In contrast, in the presence of the homogeneafiic tmatrix NoLLP-HSA and
NoLLP-MSA need about the same backup resources and 1:1L&R-ll as efficient as LLP-
MSA, i.e., the protection of additional router failures da®ot cost extra resources. Backup
capacity sharing between the link and the network layer smakH_ L P-HSA 27%-56% more ef-
ficient than 1+1LLP-HSA. Hence, if the reaction time of IPagting is not acceptable, 1:1LLP-
HSA may be preferred as the more efficient alternative to 1.PtHSA. However, 1+1LLP-
HSA reacts faster than 1:1LLP-HSA if links fail and may be laggpwhen very fast resilience is
needed.

Table 2: Scale-up factors for optimized and unoptimizedd&ing in different multilayer re-
silience scenarios.

resilience | w/o IP opt| with IP opt
scenarioX 77(X’ 1) ’17(X, kbest) Q(Xa kbest)
hetero TM
NOLLP-LSA 3.13 4.76 1.52
NoLLP-MSA 2.25 3.41 1.52
NoLLP-HSA 2.00 2.63 1.32
LLP-MSA 1.56 2.38 1.52
1:1LLP-HSA 1.56 1.97 1.26
1+1LLP-HSA 1.00 1.32 1.32
homo TM
NOLLP-LSA 2.54 4.60 1.81
NoLLP-MSA 1.93 3.27 1.69
NOLLP-HSA 1.93 3.21 1.66
LLP-MSA 1.27 2.30 1.81
L:ALLP-HSA 1.27 2.29 1.80
1+1LLP-HSA 1.00 1.68 1.68
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The scale-up factor of Section 3 can be alternatively catedl byd(X, kpest) = %

and shows the benefit of routing optimization for each séen&r Routing optimization im-
proves the resource efficiency by 26%-52% in case of the dg@eous traffic matrix and by
66%-81% in case of a homogenous traffic matrix. It is so pawelfat more traffic can be
carried with optimized NoLLP-HSA than with unoptimized NoR-LSA in case of the het-
erogeneous traffic matrix. Thus, with routing optimizatioesilience can be achieved without
additional bandwidth.

5 Summary and Conclusion

As overload in networks is mostly caused by redirected traffie to network failures [1], ad-
ministrative IP link costs should be set in such a way thatnfaximum utilizationpgf‘gx(k)
of the links is low both under failure-free conditions andliikely failure scenarios. We pre-
sented the hill climbing and the hill hopping algorithmswiifferent neighborhood generation
strategies for the optimization of resilient IP routing. éngparison showed that some of them
converge faster, but others lead to better optimizationlt®s The presented methodology for
the performance comparison is general and can be appligti¢o lveuristic approaches.
Different levels of service availability and multilayersitence change the side conditions for
the optimization because different failures need to beggtetl and depending on the technology,
some of the physical layer capacity is dedicated to lowesgrapr can be shared among layers.
Our results showed that with routing optimization 32% to 8&h#re traffic can be carried in our
test network while keeping the same maximum utilization @laut routing optimization. The
exact values depend both on the required level of servickéabitdy, the multilayer resilience
option, and the traffic matrix. Furthermore, the networlelithas a large impact which has
not been documented in this paper. Routing optimizationeirout to be so powerful that
protection of link and node failures leads in some settingewer maximum link utilizations
than unoptimized routing under failure-free conditions.
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