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Abstract. The amount of peer-to-peer (P2P) traffic and its inefficient utiliza-
tion of network resources make it a high priority for traffic management. Due
to the distributed nature of P2P overlays, a promising approach for a manage-
ment scheme is to change the client behavior and its utilization of overlay con-
nections. However, from the viewpoint of a client, there are different categories
of overlay connections. In this paper, we discern between these different types of
overlay connections in BitTorrent, the currently most popular P2P file-sharing ap-
plication. A simulation study of BitTorrent and a video-streaming derivate called
Tribler provides insights into the usage of these types of connections for data ex-
change. Thus, traffic management based on client behavior can be optimized by
efficiently targeting connections which carry the most traffic. We also show the
implications of these results for locality-awareness mechanisms such as Biased
Neighbor Selection and Biased Unchoking.

1 Introduction

While the share of traffic generated by peer-to-peer (P2P) file-sharing is decreasing,
its absolute amount still increases according to recent studies [CS09]. Moreover, video
streaming, which is the projected next top bandwidth consumer, is also partially being
conducted via P2P overlays. On the other hand, since P2P traffic is created by end hosts
and not by servers, it is much more difficult to control and to manage. Typically, over-
lays are underlay-agnostic, i.e., they do not consider the underlying network structure
in maintaining overlay connections. Therefore, they are comparably wasteful with net-
work resources and therefore also with provider costs. As a result, management schemes
for this traffic are currently a major research topic.

The fact that the end user has to willingly participate in such a management scheme is
acknowledged since unilateral approaches from providers to throttle P2P traffic have led
to a decrease of customer satisfaction. Thus, these schemes have to provide an advan-
tage to end users or at least must not lead to a disadvantage. This is formulated, e.g., in
the Economic Traffic Management (ETM) concept of SmoothIT [GRH+08, OSP+08].
Approaches following this guidelines are Biased Neighbor Selection (BNS) [BCC+06]
or Biased Unchoking [OLH+09]. Such mechanisms show that influencing decisions at
the clients can be an efficient way to manage P2P traffic, in contrast to detecting and
re-routing inefficient traffic flows in the core network.

While the most popular file-sharing overlays, such as BitTorrent, form random
meshes, not all overlay connections are the same from a specific client’s point of view.
These different types of connections can be influenced differently by management
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schemes. Therefore, it is necessary to determine which of these connections carry more
traffic, in which direction this traffic flows and which parts of the overlay generate the
most traffic.

In this paper, we evaluate the connection usage in BitTorrent swarms, providing in-
sights where traffic management at the clients should be most effective. This informa-
tion serves as input to ETM discussions such as existing in the IETF working group for
Application Layer Traffic Optimization (ALTO). The paper is structured as follows. In
the next section, we provide background information on BitTorrent and a video stream-
ing variant, namely Tribler. In the same section, we also review related work. Next, we
describe the model for the simulative performance evaluation of these overlays. The
results from these evaluations are given in Section 4. We conclude the paper by sum-
marizing our findings in Section 5.

2 Background and Related Work

In this section, we first describe the mechanisms of interest for our evaluation, both of
the BitTorrent and the Tribler protocol. These are the neighbor selection and unchoking
mechanisms, which are both in the focus of current approaches to ETM. Then we review
related work on the topic.

2.1 Key Mechanisms of BitTorrent

The BitTorrent protocol forms a mesh-based overlay and utilizes multi-source download
to distribute content. For each shared file, one overlay is formed, a so-called swarm. To
facilitate the multi-source download, a shared file is split into smaller pieces which
are also called chunks. These chunks are in turn again separated into sub-pieces or
blocks. A detailed description of BitTorrent can be found in [LUKM06] and [Bit]. In
the following, we will focus on the description of the relevant mechanisms of BitTorrent
that are modified for ETM.

Neighbor Set Management. Each peer has only a limited number of other peers it has
direct contact with in the swarm. These neighbors know about each other’s download
progress, i.e., which chunks the other has already downloaded. This enables a peer A to
signal its interest in downloading chunks to a neighbor B holding chunks that the local
peer still is missing. We say that peer A is interested in peer B.

A peer joining a swarm typically initializes its neighbor set by contacting a tracker,
i.e., an index server with global information about the peer population of a swarm. A
standard tracker responds to queries with a random subset of all peers. Peers obtain the
address of the tracker for a swarm by downloading a .torrent file from a website. Once
a peer A has received a list of contacts in the swarm, it tries to establish connections to
them. If it is successful, the according remote peer B is added to A’s neighbor set and
vice versa.

Thus, each overlay connection has one peer that initiated the connection, and one
peer accepting it. In general, new peers fill their neighbor set by initiating most or all of
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their connections, while peers that have been online longer also have a significant share
of connections they accepted. Since ’older’ peers have more content and are therefore
better sources for chunks, we want to test with our evaluation whether more data flows
from peers accepting connections to the initiating ones than in the opposite direction.

Choke Algorithm. Every 10 seconds, a peer decides to which of its interested neigh-
bors it will upload data to. These peers are called unchoked, the rest is choked. In stan-
dard BitTorrent, there are 3 regular unchoke slots which are awarded to the peers that
offer the currently highest upload rate to the local peer. This strategy is called tit-for-tat
and provides an incentive for peers to contribute upload bandwidth to the swarm. If the
local peer has already downloaded the complete file, i.e., it is a seeder, the slots are
given to all interested neighbors in a round-robin fashion.

Additionally, every 30 seconds a random peer not currently unchoked is selected
for optimistic unchoking for the next 30 seconds. This allows a peer to discover new
mutually beneficial data exchange connections.

Chunk Selection Algorithm. Once a peer is unchoked, it has to select which of the
available chunks to download. BitTorrent uses the rarest-first strategy here, i.e., among
all chunks the local peer still needs and the remote peer has to offer, the one that is seen
the least in the neighbor set of the local peer is selected. This strategy tries to prevent
chunks to be shared much less than others, risking the loss of chunks to the swarm.

2.2 Tribler

The VoD client of Tribler adapts the two most important mechanisms of BitTorrent,
which are the peer selection strategy in the unchoking process and the piece or chunk
selection strategy. We will describe them shortly here, since especially the changed
chunk selection mechanism has consequences on the traffic exchange between peers.
Details on these mechanisms can be found in [PGW+06].

Chunk Selection Algorithm. The main difference between a file-sharing functionality
as offered by BitTorrent and a VoD service as offered by Tribler is that a user of the latter
watches the video while downloading it. Thus, the timing for downloading the parts of
the complete video file becomes critical, while chunks can be downloaded in any order
in a file-sharing network. In particular, chunks in Tribler need to be downloaded roughly
in order so that a continuous playback of the video can be ensured.

To this end, the rarest-first chunk selection of BitTorrent is replaced by a strategy
based on priority sets. From the current playback position, all chunks until the end of the
movie are separated into three sets. The high-priority set contains all chunks with frames
from the playback position until 10 seconds after it, while the mid-priority set contains
the following 40 seconds of the movie. The remainder comprises the low-priority set.
Chunks are first downloaded from the high-priority set, following an in-order strategy
within that set. Afterwards, the chunks in the mid-priority set are downloaded, and
finally the chunks of the lowest priority, both according to the BitTorrent rarest-first
mechanism.
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Choke Algorithm. The tit-for-tat (T4T) strategy employed to rate peers in the unchok-
ing process of BitTorrent is based on the assumption that peers can exchange content,
i.e., both neighbors forming a connection have some content the other needs. Since the
order in which peers download chunks does not matter in the file-sharing application,
this is true for enough overlay neighbors. However, with the application VoD peers need
to download chunks in roughly the order they are played out as explained above.

Therefore, peers that played back a longer part of the video do generally not need any
chunks from peers that are ’behind’ them in the playback process. Thus, it is much more
probable that data exchange happens only in one direction of an overlay connection in
Tribler, namely from a peer that is online longer to a peer that has joined later.

This is taken into account by replacing T4T with a strategy named give-to-get (G2G).
G2G favors peers that show a good upload behavior to other peers instead of to the
local peer. Consider the local peer A, which has chunks a remote neighbor B wants to
download. B then reports to which other peers it has uploaded data in the last δ seconds
(by default, δ = 10). Then A queries these peers to make sure that B does not exploit
the mechanism. The rating value of B then is the amount of data it forwarded that it
originally received from A. Only if there is a tie using this metric, B’s total upload is
considered as a tie-breaker. This ensures that peers with a high upload capacity are not
unchoked by a large number of neighbors, but only by a selected subset.

2.3 Relevance for Economic Traffic Management

ETM approaches utilizing locality-awareness, such as BNS or BU, influence the neigh-
bor selection and the unchoking process of clients. The former method tries to establish
connections to close peers, e.g., peers in the same AS. This is mainly achieved by chang-
ing the decision to which other peer a local peer will initiate a connection to. If not all
peers implement such an ETM mechanism, and if more traffic flows into one direction
of a connection than in the other, this leads to an unbalanced effect on the traffic flows
of the peers promoting locality, as we show in our results.

On the other hand, BU prefers local neighbors when optimistically unchoking an-
other peer. Thus, it influences the upload of a peer more than its download. Still, due to
the T4T algorithm, it has an indirect effect on the download of a peer as well. Another
method of relevance here would be the restriction of signaling interest to only a subset
of peers instead of all peers holding missing content. However, we will not consider this
mechanism here.

2.4 Related Work

A number of measurement and analytical studies on BitTorrent swarms can be found in
literature. In [IUKB+04], tracker logs of a 5 month period are evaluated for one swarm.
Additionally, a modified client is used to gather data. This work gives some important
information about client behavior and swarm dynamics for the BitTorrent protocol cur-
rent at the time of its publication. While there is no explicit differentiation between
overlay connection types of clients, first conclusions are drawn about the composition
of a peer’s neighbor set. It is stated that a neighbor set contains ‘old’ as well as ‘new’
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peers, enabling every peer to find some sources for data. This can be mapped to our
considerations about initiated connections (to ’older’ peers) and accepted ones (from
’newer’ peers). Thus, we provide a more in-depth view of this special phenomenon,
and additionally evaluate its effect on ETM.

Another trace-based analysis of BitTorrent swarms is provided by [PGES05]. An in-
dex site as well as the associated trackers are monitored over a period of 8 months in
2004, with a focus on the availability of system components. This includes the infras-
tructure that is not part of the core BitTorrent protocol itself. The results cover important
aspects like peer uptime, swarm size over time and average download speeds, but take
no detailed look at overlay structures.

A more recent and comprehensive measurement study of BitTorrent swarms was
conducted in [HHO+09]. Here, data from more than 300,000 swarms active between
June 2008 and May 2009 was gathered and evaluated, in addition to existing data sets.
Among other things, it was found that swarm characteristics depend strongly on the type
of content shared. One of the most important results for this work is the skewness of the
peer distribution in the network topology, something which we model in our scenarios.

In [BHP06], a simulative approach to analyze the mechanisms of the BitTorrent pro-
tocol is taken. The focus here is on the efficiency of the rarest-first chunk selection
and of the tit-for-tat unchoking policy. The study concludes that the load in a swarm
is distributed unfairly, since peers with a higher capacity upload more than their fair
share. However, this seems to be only a minor problem in active swarms. Nevertheless,
mechanisms are presented that limit this unfairness at the cost of protocol efficiency.
Additionally, experiments are conducted where nodes join a swarm in the post-flash
crowd phase, i.e., when new nodes with little or no content connect to older nodes with
many chunks. Similarly, ’pre-seeded’ nodes, i.e., nodes having completed most of the
file download, are added to a swarm during its initial flash-crowd phase.

In the former case, it is shown that the new nodes quickly download chunks that are
interesting to their neighbors, enabling them to participate in the swarm. Here, outgoing
connections are considered, but no comparison to incoming connections is made. In the
case of pre-seeded nodes joining a swarm, the results show that these nodes might take
much longer to complete their download than in a scenario where all nodes have the
same share of the content. However, the number of neighbors used in the evaluation
scenarios is much lower than in a real swarm with the current version of the protocol,
which might influence the results.

Finally, an analytical model for BitTorrent swarms was presented in [QS04]. It cap-
tures values like the leecher and seeder population of a swarm and its upload and down-
load capacity to draw conclusions about the evolution of the peer population over time
and about the average download time. By necessity, the level of abstraction of the model
prohibits taking into account mechanism details such as the neighbor selection or un-
choking mechanisms.

None of the works above distinguishes in detail between different connection types
in the neighbor set of a peer. To the best of our knowledge, there is no work considering
the correlation between traffic flows and the type of connection between two neighbors.
Moreover, no such study exists for current approaches to ETM.
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3 Simulation Model

Our evaluation is based on a event-driven simulation. In the following, we describe our
default simulation scenario and the simulator used. Specific parameters that are changed
in the experiments are described in Section 4.

3.1 Simulation Scenario

We simulate one BitTorrent or Tribler swarm which exchanges a file of size 154.6 MB
generated from an example TV show of about 21 minutes in medium quality. The file
is divided into chunks of 512 KB and every chunk into blocks of 16 KB. In case of
Tribler, these values translate to a stream bitrate of slightly below 1 Mbit/s.

We simulate the swarm for 6.5 hours, of which it is in the steady state for 5 hours.
New peers join the swarm with an exponentially distributed inter-arrival time A with
a mean value of E[A] = 10 s. As a result, one simulation run consists of about 2300
downloads in the default scenario. The peers stay online for the full download duration
of the file plus an additional, exponentially distributed seeding time with a mean value
of 10 minutes. Peers do not go offline during the download or the seeding time. As a
result, we measured that the swarm contains on average about 120 peers depending on
the scenario. These parameters are the same as in [OLH+09].

The peers are connected with an access speed of 16 Mbps downstream and 1 Mbps
upstream, which are typical values for the DSL access technology. The seed has a sym-
metric upload and download bandwidth of 10 Mbps. It goes offline after 1 hour of simu-
lation time. We model the inter-AS links as well dimensioned, i.e., the only bottlenecks
are the access links of the peers.

3.2 Simulator

The simulator used in this work is a current version of the simulator used in [OLH+09].
It is based on the P2P simulation and prototyping Java framework ProtoPeer
[pro, GADK09]. The simulator contains a flow-based network model adopting the max-
min-fair-share principle [BG87]. It faithfully implements the BitTorrent functionality
and behavior as described in [LUKM06] and [Bit]. It includes all key mechanisms, in
particular the piece selection mechanisms, the management of the neighbor set, and
the choke algorithm. Furthermore, the complete message exchange among the peers
themselves, between peers and the tracker as well as between the peers and the infor-
mation service for locality data is simulated in detail. For more specifics, we refer to
[OLH+09].

4 Experiments and Results

In this section, we present the results from our simulative performance evaluation. For
the measured traffic amounts, we average over all peers in one simulation run, and show
the mean values and 95% confidence intervals over 10 runs.

In the following experiments, we vary the seeding time and the interarrival time of
the peers and compare the BitTorrent protocol with the Tribler protocol. Additionally,
we take a look at the upload and download traffic of an ISP implementing ETM.
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Fig. 1. Traffic direction for different seeding times

4.1 Seeding Time

In the first experiment, we let the peers go offline after mean seeding times of 5, 10
and 30 minutes, cf. Figure 1. Each group of bars shows the average volume of data per
peer downloaded and uploaded over initiated and accepted connections, respectively.
The light blue bars on top are the share of data that was downloaded from seeders (in
case of download traffic), and uploaded while being in seeder mode (in case of upload
traffic).

Our first observation is that more traffic is downloaded via initiated connections than
via accepted ones, and that similarly, more traffic is uploaded via accepted connections.
A large share of this traffic flows from seeders to leechers, although even among leech-
ers, initiated connections are used more heavily for download than accepted ones.

This biased direction of traffic flows is important when trying to influence P2P traffic
flows by changing overlay connections, since a mechanism changing the selection of
neighbors on the initiator side mainly affects traffic flowing in the opposite direction.

For higher seeding times, the discrepancy between initiated and accepted connec-
tions grows. However, this is mainly due to the larger share of traffic uploaded from
seeders, which are contacted more often from leechers than the other way around. Thus,
depending on the seeding behavior of peers, an ETM changing client behavior should
not only work in the leeching mode, but also when the client in question is a seeder.

4.2 Interarrival Time

In this experiment, we test whether the connection usage changes for different swarm
sizes and a different peer arrival rate. We compare Poisson arrival processes with a
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mean interarrival time of 5, 10 and 20 seconds. Additionally, we evaluate a scenario
where 500 peers join the swarm at the same time, i.e., a flash-crowd scenario (denoted
by ’Mean IAT 0’). The results are shown in Figure 2.

We observe that, for the swarms in the steady state, the interarrival time and the
resulting change in the peer population leads to no significant differences in the con-
nection usage. The effects are the same as explained above. However, this changes for
the flash-crowd scenario. Here, the peers all start downloading the file form the initial
seed at the same time, and therefore no additional seeders exist in the swarm during
most of their leecher phase. Additionally, peers show a similar download progress and
establish connections to each other at roughly the same time. As a result, the difference
between data flowing over initiated and accepted connections is much smaller than in
the steady state scenarios.

4.3 Overlay Type

Next, we compare the predominant BitTorrent protocol with Tribler to see whether the
application of VoD streaming changes the distribution of traffic over the different types
of overlay connection. To be able to fairly compare the two protocols, we use a fixed
deterministic online time of 25 min for all peers. This is long enough to ensure that all
peers download or play out the complete file, but is independent from their download
mechanisms, in contrast to seeding times.

As discussed in Section 2.2, the in-order download of chunks should lead to more
uni-directional traffic flows in the overlay. This can be observed in Figure 3. The
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Fig. 3. Traffic direction for different overlay types, BitTorrent and Tribler

difference in traffic flowing over initiated and accepted connections is more pronounced
in Tribler, with more traffic flowing to the peers that initiate connections.

Thus, an ETM mechanism that wants to be efficient not only for file-sharing, but also
for the future application of video streaming, needs to take into account the inherent
hierarchy among peers sharing the same video. A mechanism that governs mainly to
which peers connections are initiated influences even more the sources of traffic flowing
to the local peer, and even less the direction of upstream traffic flows.

4.4 Effect on Inter-AS Traffic

Until now, we have considered the traffic flows per peer in a regular BitTorrent swarm.
To judge the effect ETM mechanisms have, we next take a look at the traffic savings
using two different approaches, BNS and BU. In this scenario, we use a swarm setup
based on measurements of live BitTorrent swarms [HHO+09]. We use a topology with

20 ASes, and set the probability of a peer going online in AS k is P (k) =
1
k∑

20
i=1

1
i

.

This models the skewed peer distribution observed in real swarms. All peers use the
default BitTorrent protocol, except for the peers in the largest AS 1. These implement
the described locality-awareness mechanisms, BNS, BU, and the combination of both.
This way, we show the effects on the traffic resulting from a part of the swarm imple-
menting ETM.

We measure both the incoming and the outgoing traffic for each AS. Figure 4 shows
the incoming traffic for the four different client implementations in AS1. We observe
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large differences in the effectiveness of the mechanisms, which can be explained by
the results above. BNS governs mainly how connections are initiated. In conjunction
with the fact that initiated connections carry more incoming traffic, this leads to less
consumed download bandwidth in comparison to BU, which influences only the upload
of a peer. Still, BU saves traffic due to the tit-for-tat algorithm and because the other
peers in AS1 also upload preferredly to local peers.

In contrast, BU proves to be more effective than BNS in reducing the upload of AS1,
cf. Figure 5. BNS reduces the upload traffic less, both in comparison to BU and in
comparison to the download traffic. This again is due to the biased usage of overlay
connections. The combination of both mechanisms reduces the upload traffic much
stronger than the download traffic, which can be attributed to the fact that BNS supports
BU very well in its preference to upload to local peers, but not the other way round.

5 Conclusions

The results presented in this work show that more traffic flows from peers accepting
an overlay connection to the peer initiating it. This effect is enhanced when a peer be-
comes a seeder, since then it is only an uploader which accepts much more connections
than it initiates. Additionally, the amount of traffic flowing from seeders to leechers is
significant even for short seeding times. Therefore, we conclude that any efficient ETM
has to take this fact into account. Influencing the peer neighbor selection behavior on
the initiator’s side influences the traffic flows towards the local peer stronger than the
opposite direction. Moreover, the ETM mechanism should be as efficient in the seeder
mode as in the leecher mode, such as Biased Unchoking using the optimistic unchoke
slot, which is utilized in both states. We showed that the described effect is observable
in a realistic swarm where only a part of the overlay employs ETM.
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