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ABSTRACT

Time series are ubiquitous and therefore inherently hard to analyze and ultimately to label or cluster. With the rise of the Internet of Things (IoT) and its smart devices, data is collected in large amounts any given second. The collected data is rich in information, as one can detect accidents (e.g. cars) in real time, or assess injury/sickness over a given time span (e.g. health devices). Due to its chaotic nature and massive amounts of datapoints, timeseries are hard to label manually. Furthermore new classes within the data could emerge over time (contrary to e.g. handwritten digits), which would require relabeling the data.

In this paper we present SuSL4TS, a deep generative Gaussian mixture model for semi-unsupervised learning, to classify time series data. With our approach we can alleviate manual labeling steps, since we can detect sparsely labeled classes (semi-supervised) and identify emerging classes hidden in the data (unsupervised). We demonstrate the efficacy of our approach with established time series classification datasets from different domains.
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1 INTRODUCTION

Autoencoders (AE) have become the de-facto standard for anomaly detection within deep learning. In this pair of neural networks, one trains an encoder to map the features of the input data (i.e. time series) into the latent space. The decoder reconstructs this representation as well as possible, with the constraint that the latent space is much smaller than the input domain. After training on data without anomalies (e.g. normal data), predictions of anomalies can be done by defining a threshold on the anomaly score (e.g. reconstruction loss) to predict abnormalities. In recent years, variational AEs [15] (VAE), have gained popularity, since they encode the data distribution in the latent space, rather than the raw features. This allows training on all variations of data and thus reliefs the burden of filtering data beforehand. Furthermore one can see anomaly detection as a probability rather than a raw score [3].

Since time series are ubiquitous and present in a myriad of types for classification, we are interested in models beyond this binary classification task. With the development of semi-supervised generative models [14], we are able to classify time series data, while only having to label a smaller amount of data. But, we still need to know all manifestations of classes beforehand. On the other hand, we could cluster the data, needing no label information at all [1]. This however, often comes with the drawback of lower classification accuracy and the need to manually annotate the found clusters.

To combine the benefits of the high classification accuracy in semi-supervised models with the ability to detect new classes, the hybrid approach of semi-unsupervised learning [7, 28] has emerged. In this paper we present SuSL4TS, a convolutional Gaussian mixture model for semi-unsupervised learning on time series data. Figure 1 visualizes the basic principle of our approach. Our contributions are twofold: (1) We present a model capable of semi-unsupervised time series classification from raw time series, partially on par with state-of-the-art models, while only needing a limited amount of labels, (2) We show the efficacy of our approach on several benchmark datasets, and perform extensive experiments in this new domain for time series.

The remainder of this paper is structured as follows: after presenting related work in the field, we present the used datasets in Section 3. Section 4 illustrates the foundations of the used model, while
2 RELATED WORK

Related work in time series classification is manifold since most datasets and solutions are customary. A larger review and benchmark of different algorithms and datasets can be found in [6, 23]. The authors present algorithms suited for time series classification task in an univariate [6] and a multivariate [23] setting. Univariate refers to datasets in which only a single sensor is used for the classification, whereas multivariate considers multiple sensor readings at the same time. The best performing algorithms are often BOSS [24], COTE [17] and TS-Chief [26] in the univariate problems, whereas ROCKET [9], WEASEL [25] and INCEPT-NET [10] show great performance in the multivariate problems. We refer the reader to the mentioned papers for a detailed explanation of the algorithms and specific datasets. A systemic analysis of related work can be found in [18], in which the authors list time series classifiers based on their technique: distance based, features based, ensemble approaches and tree approaches. In general, most algorithms aim for fully supervised classification, whereas we aim to reduce the time spent for labeling datasets.

Since the field of semi-unsupervised learning is relatively new, there is limited related work in this domain. In [27], the authors present a network capable of semi-unsupervised time series classification on human activity recognition. They compare their approach to the semi-supervised M2-model [14], and show great performance even with classes hidden. Their approach uses extracted features from the time series and use them within the fully connected network. We are however interested in the use of the raw time series signals, and therefore focus on the convolutional approach presented in [7].

3 DATASETS

The following datasets were used for the experiments. Since we are especially interested in the learning paradigms of semi-supervised and semi-unsupervised learning, we only hand-select some datasets for our purposes. The main strength of our approach are most prominent, if we have a large dataset that would require huge efforts to label, and only a limited amount of known classes in comparison to the whole dataset. Therefore we use three datasets to perform our experiments, both in the univariate and multivariate setting, stemming from different domains of data acquisition, which meet our requirements. The datasets are introduced in the following.

A short tabular view is available in Table 1.

3.1 Human Activity Recognition

The Human Activity Recognition (HAR) dataset [4] consists of data collected from accelerometer and gyroscope sensors in smartphones. The subjects (30), aged 19 to 48, were tasked with performing various Activities of Daily Living (ADL) while carrying a smartphone on their waist. The subjects were instructed to perform six distinct ADL adhering to a defined protocol outlining the order of activities. The selected activities were standing, sitting, laying down, walking, walking downstairs and walking upstairs. Each activity was performed for 15 s, except walking up- and downstairs which only lasted 12 s. Each activity was performed twice throughout the routine and 5 s pauses separated activities. Linear acceleration and angular velocity in three axes was recorded at a sampling rate of 50 Hz. The data was then pre-processed for noise reduction. Additionally gravitational and body motion was separated using a low-pass filter. A total of 9 signals were sampled with a window of 2.56 s with 50 % overlap (i.e. input is of size $\mathbb{R}^{9 \times 128}$). A feature vector was obtained from each sampling window. A total of 561 features were extracted with measures common in HAR literature like mean, correlation, signal magnitude area and autoregression coefficients as well as energy of different frequency bands, frequency skewness and the angle between vectors like mean body acceleration and the y vector. The data was randomly divided into a 70/30 training/test split containing 7352 and 2947 samples respectively as shown in Table 4a. The authors also used a multiclass SVM to achieve a 96 % classification accuracy on the dataset [4].

3.2 ECG Heartbeat Classification

The second dataset used was the MIT-BIH Arrhythmia Dataset [11]. It consists of electrocardiogram (ECG) recordings from 47 subjects
recorded at a 360 Hz sampling rate. The recordings are grouped in five categories based on annotations by cardiologists. As can be seen in Table 4b the class frequency is skewed towards the N class, which is to be expected since it includes normal heart behavior. Furthermore explanation of the individual classes can be found in [11]. Here we adapt their work and replace the 2d convolutional networks for image classification, with 1d convolutions for raw time series. Additionally we use the work shown in [28] in two ways. Firstly, we use it a reference in performance for the presented convolutional model. Secondly, we adapt their idea of the Gaussian L2 regularization with the standard L2 term provided by the Adam optimizer [13]. Our overall loss function can now be described as [7]

\[
L := \mathbb{E}_{(x, y) \in D_l} [L_l(x, y) - \alpha \cdot \log q_\Phi(y|x)] + \mathbb{E}_{x \in D_u} \left[ L_u(x) - y \cdot \lambda \cdot \sum_{c \in C} q_\Phi(c|x) \cdot \log q_\Phi(c|x) \right] + w \cdot \Theta_t.
\]

\(D_l\) refers to the labeled subset of the data, thus containing samples \(x\) and their corresponding class \(y\) (one-hot encoded). On the other hand, \(D_u\) contains all unlabeled data. That is all data that is to be mapped to the known classes (semi-supervised classification), and data stemming from possibly new classes (unsupervised clustering). \(\Theta_t\) holds the trainable weights at epoch \(t\). \(\alpha, \gamma, \lambda\) are hyperparameters weighting the entropy regularization, whereas the loss terms \(L_l, L_u\) measure the evidence lower bound (ELBO) from the GMM model. All other loss terms, the network architecture and further details can be seen in [7]. This approach allows us to analyze our experiments in four learning regimes: unsupervised, semi-supervised, semi-supervised and fully supervised.

### 5 EXPERIMENTS

**Experimental Setup.** Since SuSL4TS is capable of handling all learning paradigms, we have conducted experiments in any setting. That is, we performed a parameter search for 60 trials in the settings unsupervised learning (UL), 0% labeled, semi-supervised (SSL), 20% and 50% labeled, semi-supervised (SuSL), 20% and 50% labeled and supervised (SL), 100% labeled. In the semi-supervised setting, we hid different classes. For the HAR dataset we tested three settings: (1) hiding all walking classes, (2) hiding all stationary classes, (3) hiding one movement (walking) and one stationary (laying) class, while using the remainder semi-supervised. For the ECG dataset we used two hiding schemes: (1) omitting all normal heart beats, and (2) omitting classes Q and V. Within the electric devices dataset, we used two settings: (1) hiding classes 1–3, and (2) hiding classes 4–7. This was chosen arbitrarily, since there is no inherent split from the data. When hiding classes with different sizes, we used 20% and 50% of each class. That is, we did not use subsampling. Finally, each time series was scaled via standard scaling/\(z\)-normalization.

For all settings and datasets we tested different types of networks. The first one is the fully convolutional approach, using a convolutional feature extractor and decoder (SuSL4TS). In the second setting, we tested a fully connected model, using MLPs in

### Table 1: Datasets used for the experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Classes</th>
<th>Samples from</th>
<th>Sampling rate</th>
<th>Input size</th>
<th>Best accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAR</td>
<td>accelerometer &amp; gyroscope data</td>
<td>6</td>
<td>30 subjects</td>
<td>50 Hz</td>
<td>(\mathbb{R}^{9 \times 128})</td>
<td>96 % (Multiclass SVM [4])</td>
</tr>
<tr>
<td>ECG</td>
<td>electrocardiogram recording</td>
<td>5</td>
<td>47 subjects</td>
<td>360 Hz</td>
<td>(\mathbb{R}^{1 \times 186})</td>
<td>93 % (CNN [11])</td>
</tr>
<tr>
<td>El. Devices</td>
<td>electrical consumption</td>
<td>7</td>
<td>251 households</td>
<td>every 2 min</td>
<td>(\mathbb{R}^{1 \times 96})</td>
<td>80 % (BOSS [26])</td>
</tr>
</tbody>
</table>

1Downloaded at https://timeseriesclassification.com

2Classes are only labeled 1–7, while the mapping to the named version is missing.
the encoder, as well as the decoder (MLP SuSL). We also experimented with a mixture (convolutional encoder and linear decoder) but found its performance to consistently lay between the other two settings.

**Implementation.** All networks were implemented using the PyTorch [20] framework. We chose the Adam optimizer [13] for training and performed a Bayesian hyperparameter search using optuna [2] for each learning paradigm and dataset. The search space for each parameter can be seen in Table 2. The batch size was fixed to 512, meaning that each batch contained 512 labeled examples and the same amount of unlabeled examples. In case of a size mismatch of labeled and unlabeled data, we re-sampled the smaller subset to fill the batches. We used a cosine annealing learning rate scheduler and trained for 100 epochs. Predictions on the test set were done using weights of the last epoch resulting in the best accuracy on the validation set (20%).

### Table 2: Hyperparameter search spaces. Optimization is done with optuna [2] for 60 runs in each experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Search space</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>randint(0,100,10)</td>
</tr>
<tr>
<td>w</td>
<td>(0) ∪ 10^−randint(-10,0)</td>
</tr>
<tr>
<td>lr</td>
<td>loguniform(10^{-6}, 10^{-1})</td>
</tr>
<tr>
<td>α</td>
<td>10^−randint(0,10)</td>
</tr>
<tr>
<td>z</td>
<td>randint(10,100,10)</td>
</tr>
<tr>
<td>y</td>
<td>randint(0,10)</td>
</tr>
<tr>
<td>layers</td>
<td>randint(1,3)</td>
</tr>
<tr>
<td>filters</td>
<td>2*randint(5,7)</td>
</tr>
<tr>
<td>units</td>
<td>2*randint(5,11)</td>
</tr>
<tr>
<td>kernel size</td>
<td>[3, 5, 7]</td>
</tr>
<tr>
<td>clipping</td>
<td>10^−randint(-10, 0)</td>
</tr>
</tbody>
</table>

In the unlabeled setting (i.e. time series clustering), the performance drops significantly (64 vs 92). Furthermore, there is no difference between the fully connected approach and the convolutional one.

In the first semi-unsupervised setting (walking classes hidden), we can see worse performance in both (20 % and 50 %) settings than compared to the unsupervised clustering. This drop in accuracy is due to the fact that all walking related classes are classified as walking, and even standing is classified as walking (see Table 6b). In contrast to the unsupervised model within the semi-unsupervised task, both parts of the encoder, the labeled and unlabeled leg, have to be trained, implying more weights need to be tuned for the network with only few labeled samples left. This setting is thus more complicated than the unsupervised task and the models tend to group unknown classes into one unknown super-class.

On the other hand, when hiding all stationary classes (i.e. standing, laying and sitting), performance increases again (51 vs 88). Wrongfully assigned classes are mostly confusion of sitting and standing (see Table 6c). In the last semi-unsupervised setting (hiding walking and laying), performance is a little lower than hiding all static classes (77 vs 88). The drop in performance is due to the fact that the class standing is completely missed and most samples are classified as walking (see Table 6d).

All discussed observations for the HAR dataset are also visible in the visualization of the latent space shown in Figure 2. We used UMAP [19] with min. dist = 0.99, n_neighbors = 10, metric = cosine to plot a two dimensional manifold of the learned embedding.

**ECG Heartbeat Classification.** The classification results for the univariate ECG dataset are displayed in Table 3. When comparing with the fully supervised CNN architecture presented in [11], both semi-unsupervised approaches outperform the baseline (98 vs 96).

In the semi-supervised setting (20 % and 50 %, all classes known), there is almost no difference in terms of accuracy compared to the supervised settings. Again, accuracies are slightly higher when using fewer labels. Compared to the fully connected SuSL model, the convolutional feature extractor fares slightly better (97 vs 98).

In the unsupervised setting we can observe a performance drop, although not as high as for the HAR dataset (83 vs 63). Due to the highly skewed nature of the dataset, the unsupervised classification task is not much better than the majority vote (82.8 %), suggesting that only the normal class was detected (see Table 8a).

In the first semi-unsupervised setting (classes Q and V hidden), we can see a slight increase in performance in comparison to the unsupervised setting (84 vs 85). Both hidden classes are missed in the test set classification, where the differences in accuracies are founded in better recall of classes F and S (see Tables 8b and 8c).

On the other hand, when hiding the normal class, performance increases above the majority vote (88 vs 83). The amount of available labels (20 % and 50 %) does not impact the predictions largely (88 vs 90). However, with 50 % available labels, the class F is not missed, class V is missed in both settings (see Tables 8d and 8e).

**Electric Devices.** The classification results for the univariate electric devices dataset are displayed in Table 3. When comparing with the best performing model (BOSS) in the supervised settings, both...
neural network approaches perform worse (80 vs 70), where most mis-classification are done within the classes 3–5 (see Table 7h).

In the semi-supervised setting (20 % and 50 %, all classes known), we observe the same behavior as in the ECG datasets, classification accuracy remains similar to the fully supervised setting (68 vs 70). Since class 7 is completely missed (20 %), the model likely overfitted, since this class is detected in the validation set (see Tables 7f and 7g).

In the unsupervised classification task, we can observe that two classes are missed in the test set (1, 7), but even predictions within the other classes are not very clear (52 vs 70). The missed classes only represent smaller portions of this dataset, suggesting the parameter search found models yielding higher accuracy when predicting mostly the larger classes (see Table 7a).

In the first semi-unsupervised setting (classes 1–3 hidden), we observe a larger dip in accuracy compared to the semi-supervised setting (55/59 vs 70). Within this dataset we can see an increase in performance when comparing the setting with 20 % available labels, in contrast to the 50 % configuration (55 vs 59, see Tables 7b and 7c). In both settings, one class is completely missed (1 or 7), but the main difference in performance is the higher precision at all other classes with 50 % labels available.

On the other hand, when hiding classes 4–7, we can observe a similar decline in performance (50/60 vs 70). With 20 % labels available, the model assigns mostly all missed samples to the same hidden class (5), while missing classes 1, 4 and 6–7 completely (see Table 7d). When presenting the model more labels, accuracy once again increases (similar to classes 1–3 hidden), and only class 1 is completely missed (see Table 7e).

**General Discussion.** Throughout all datasets and settings, we have made some observations applicable in general, which we will discuss now.

1. In the multivariate dataset (i.e. HAR), the convolutional approach of SuSL4TS outperforms the fully connected version for semi-unsupervised learning. That is, it performs better in any setting we tested.

2. In the univariate datasets, we can see a mixed picture. For the electric devices dataset, SuSL4TS performs better in any labeled setting by a large margin. Given the ECG dataset, both versions perform equally well, with no clear tendency.

3. If specific classes are not known, we can see drastically different results in the classification. Most prominent in the HAR dataset, as hiding the walking classes collapses predictions to perform worse than the unsupervised setting.

4. In general the semi-unsupervised setting, only when using the larger amount of 50 % labels available, we can see an increased performance compared to the unsupervised settings with no labels at all (except HAR with all movements hidden).
Semi-supervised classification with 20% labels.

Classes
- 0: LAYING
- 1: SITTING
- 2: STANDING
- 3: WALKING
- 4: WALKING DOWNSTAIRS
- 5: WALKING UPSTAIRS

(d) Semi-unsupervised classification with 20% and the hidden classes of Sitting (1), Standing (2) and Laying (0).

(e) Semi-unsupervised classification with 20% and the hidden classes of Walking (3), Walking Downstairs (4) and Walking Upstairs (5).

(f) Semi-unsupervised classification with 20% and the hidden classes of Laying (0) and Walking (3).

Figure 2: Embedding visualization. UMAP dimensionality reduction of the learned latent space on the test set for the HAR dataset.

(5) Generally the semi-supervised (i.e. all classes known, only limited amount of labels) performance is as good as the fully supervised setting.

7 SUMMARY

In this paper we presented SuSLATS, a convolutional Gaussian mixture model for performing semi-unsupervised time series classification. We showed the efficacy of our approach by comparing it with optimized methods on several benchmark datasets, while requiring no manual feature extraction. Especially in the semi-supervised setting, the model performs nearly as good as its fully supervised counterpart. When omitting specific classes (i.e. classes unknown a priori), accuracy can highly deviate in certain combinations of labeled versus unlabeled data, showing lower performance than using no labels at all.

In future work, we will analyze the applicability of our approach in real world, large scale data. For example, we could test the highly skewed sensor data obtained from beehives [8, 16, 29], or other highly skewed anomaly detection datasets [22], alleviating the burden of having to manually discern the different types of anomalies. On the other hand, we could use the normal class completely unlabeled and only annotate a few anomaly classes. This dataset is similar to the presented ECG analysis. In a more complex setting of time series classification, we could try to classify audio files, either with extracted mel-spectrograms or the raw series [8, 12, 21].

As mentioned, SuSLATS is a generative model, thus we can draw random samples resembling the learned classes from the latent space. That enables us to generate samples for a given class to be used for other tasks or augment the labeled set in the whole dataset.
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**APPENDIX**

(a) Class distribution in the HAR dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>Training samples</th>
<th>Test samples</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking</td>
<td>1226</td>
<td>496</td>
<td>1722</td>
</tr>
<tr>
<td>Walking up</td>
<td>1073</td>
<td>471</td>
<td>1544</td>
</tr>
<tr>
<td>Walking down</td>
<td>986</td>
<td>420</td>
<td>1406</td>
</tr>
<tr>
<td>Sitting</td>
<td>1286</td>
<td>491</td>
<td>1777</td>
</tr>
<tr>
<td>Standing</td>
<td>1374</td>
<td>532</td>
<td>1906</td>
</tr>
<tr>
<td>Laying</td>
<td>1407</td>
<td>537</td>
<td>1944</td>
</tr>
</tbody>
</table>

(b) Class distribution in the MIT-BIH dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>Training samples</th>
<th>Test samples</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>72 471</td>
<td>18 118</td>
<td>90 589</td>
</tr>
<tr>
<td>S</td>
<td>2223</td>
<td>557</td>
<td>2780</td>
</tr>
<tr>
<td>V</td>
<td>5788</td>
<td>1448</td>
<td>7236</td>
</tr>
<tr>
<td>F</td>
<td>641</td>
<td>162</td>
<td>803</td>
</tr>
<tr>
<td>Q</td>
<td>6431</td>
<td>1607</td>
<td>8038</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Training samples</th>
<th>Test samples</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>727</td>
<td>667</td>
<td>1394</td>
</tr>
<tr>
<td>2</td>
<td>2231</td>
<td>1956</td>
<td>4187</td>
</tr>
<tr>
<td>3</td>
<td>851</td>
<td>755</td>
<td>1606</td>
</tr>
<tr>
<td>4</td>
<td>1474</td>
<td>1165</td>
<td>2639</td>
</tr>
<tr>
<td>5</td>
<td>2406</td>
<td>1869</td>
<td>4275</td>
</tr>
<tr>
<td>6</td>
<td>509</td>
<td>743</td>
<td>1252</td>
</tr>
<tr>
<td>7</td>
<td>728</td>
<td>556</td>
<td>1284</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Training samples</th>
<th>Test samples</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8926</td>
<td>7711</td>
<td>16 637</td>
</tr>
</tbody>
</table>

(c) Class distribution in the electric devices dataset

<table>
<thead>
<tr>
<th>Class</th>
<th>Training samples</th>
<th>Test samples</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1734</td>
<td>532</td>
<td>1906</td>
</tr>
<tr>
<td>2</td>
<td>1407</td>
<td>537</td>
<td>1944</td>
</tr>
<tr>
<td>3</td>
<td>7352</td>
<td>2947</td>
<td>10 299</td>
</tr>
</tbody>
</table>


