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ABSTRACT
Providing good recommendations to keep users engaged and pre-
dict their behavior are crucial components in today’s e-commerce
businesses. To model user interests, various data sources can be
utilized like user interactions including search behavior, product
descriptions, but also product interactions like add-to-cart events or
purchases. The SIGIR eCom - Coveo Data Challenge provides a new
dataset containing such data points and calls for systems predicting
the next product interaction as one of their challenge tasks. In this
paper we report our approaches and results for the recommendation
task of the challenge. We unify the various data sources from the
Coveo Dataset to use it with sequential recommendation models
and experiment with two datasets: One that includes all interac-
tions and one that only consists of product interactions. For both
datasets we train the transformer-based next-item recommender
models SASRec and BERT4Rec. To integrate the available categori-
cal metadata, we adapt KeBERT4Rec, which allows the addition of
keyword descriptions, and experiment with two variants.
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1 INTRODUCTION
Over the last decade online shopping has become widespread with
more and more e-commerce businesses opening their doors. To
keep users engaged, helping them navigating the growing range of
products, leveraging recommender systems has become inevitable.
Being able to recommend items, but also to predict purchases, cart
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abandonment or similar events is of huge interest for the industry,
as shown by the announcement of the one million dollar challenge
by Netflix in 2007 [1]. The SIGIR 2021 E-Commerce Workshop
hosting the Coveo Data Challenge [11] targets two of these re-
search challenges: The prediction of the next product interaction
and the prediction of cart abandonments. The Coveo Data Chal-
lenge also introduces a new public e-Commerce dataset containing
various browsing and search events as well as rich product meta-
data. In this paper we focus on predicting the product interaction
with transformer-based models for sequential next-item recom-
mendation. Furthermore, we also include categorical metadata in
our models with adapted transformer models, that can encode ad-
ditional metadata to improve recommendations for the user. We
experiment with SASRec [6] and BERT4Rec [3]. To integrate some
of the available products and interaction meta information in our
models, we also include KeBERT4Rec [4] in our experiments.

The rest of the paper is structured as follows: In Section 2 we
introduce the related work. Then, we describe the challenge and
problem setting in Section 3. Section 4 attends the model descrip-
tions and Section 5 our experimental setup. In Section 6 we present
our results and our conclusion in Section 7.

2 RELATEDWORK
The task of next-item prediction has led to many approaches us-
ing neural networks including CNNs [12], RNNs [5], recurrent
CNNs [16] and self-attention networks [6]. Current state-of-the-art
models for sequential item recommendation mostly rely on Trans-
former Networks [14]. In [6] the authors propose SASRec, which
makes use of self-attention [14]. The Personalized Transformer
introduced by [15] uses self-attention and fully connected layers
and adds user embeddings. Similar to SASRec a model introduced
by [10] adapts the BERT [3] model to the sequential recommen-
dation task, called BERT4Rec. In [4] an extension of BERT4Rec is
proposed, integrating categorical metadata of items into the model.
NOVABert [8] by Liu et al. is another BERT based model, but it
incorporates meta information via an attention-based information
fusion, while KeBERT4Rec concatenates the embeddings of the
meta information to the item embeddings. Bianchi et al. [2] create
product embeddings and predict the next item with a setup like
BERT4Rec. Overall, transformer models have shown to successfully
learn user behavior for recommendation tasks.
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3 COVEO DATA CHALLENGE
In this section we present an overview of the challenge data and
define the problem setting of the challenge’s recommendation task.

3.1 Dataset Overview
The Coveo Challenge [11] dataset consists of user interactions sam-
pled from a mid-size unnamed shop. These interactions include
besides product page visits also interactions like search requests.
Moreover, the dataset contains further information about these
interactions, for example, for search requests the vectorized search
terms with their corresponding clicked products are provided. Cat-
alog metadata for the products of the shop including categorical,
descriptive and visual features for products is also available. In
this paper we only leverage the categorical meta information avail-
able, that is the products’ category, price bucket and the associated
product action (e.g., added to cart) and omit the vector information
about product descriptions and images.

3.2 Problem Setting
In this paper we are only interested in session-based recommen-
dation task of the Coveo Data Challenge. The task addresses the
problem of predicting the next product interactions, given the pre-
vious interactions of a user. We denote the set of sessions with
S = {𝑆1, 𝑆2, . . . , 𝑆 |S |}. Then, each session 𝑆𝑖 ∈ S can be expressed
as a sequence of interactions 𝑆𝑖 = {𝑒𝑖1, 𝑒

𝑖
2 . . . , 𝑒

𝑖
𝑛𝑖
}, where 𝑒𝑖𝑡 ∈ E

is the interaction at relative time step 𝑡 and E denotes the set of
all interactions. Each interaction is associated with (1) a shop URL
(𝑢 ∈ U), and maybe (2) a product (𝑝 ∈ P). Moreover, for each
interaction the dataset provides categorical metadata in the form
of (1) the action applied to the product (𝑎 ∈ A), (2) the product
category (𝑐 ∈ C), or (3) the product price bucket (𝑏 ∈ B), where U
denotes the set of all URLs, P the set of all products, A all possible
actions regarding a product, C the set of all product categories and
B the set of all product price buckets. Since, we will also consider
sessions, where some interactions do not target product related
sites, all metadata sets contain a NONE metadata value.

4 MODELS
We want to explore the capabilities of Transformer-based sequen-
tial next-item recommendation models for the provided challenge
task. Therefore, we utilize SASRec, BERT4Rec and KeBERT4Rec,
which we explain in this section. The overall structure of all three
networks is shown in Figure 1. All models embed the items in the
sequence, and utilize a positional embedding to encode the position
of the item within the sequence. The embeddings are summed and
then fed into a Transformer network, which consists of 𝐿 layers
of Transformer blocks (see [14] for a description of these blocks).
Finally, a projection layer scales the output of the Transformer
network to the item space to create prediction scores for each item.

4.1 SASRec
SASRec [6] was introduced by Kang and McAuley for the task of
sequential recommendation by learning to predict the next inter-
action given the previous interactions. For that a combined item
and positional embedding is created from the input sequence and

Figure 1: Overview of SASRec, BERT4Rec and KeBERT4Rec
(adapted from [4]). All three models embed the item ids of
the sequence and add a utility position embedding. While
BERT4Rec and SASRec only rely on the item and position
embedding as input, KeBERT4Rec also utilizes an embed-
ding for the keywords. In all models, the embedding layers
are combined via addition and fed into the transformer lay-
ers. The state of the last transformer is used to represent
the sequence and to predict the next item. SASRec uses only
the unidirectional forward connections (red arrows), while
masking is only applied by BERT4Rec and KeBERT4Rec.

processed by a unidirectional Transformer network. To reduce the
model size and prevent overfitting, the SASRec model uses the trans-
posed input item embedding to scale the sequence representation
of the Transformer network to the item space to make predictions.
The model uses an adapted binary cross-entropy loss for training.

4.2 BERT4Rec
Following the BERT model [3] the BERT4Rec model replaces the
unidirectional layers of SASRec with bidirectional connected layers
and uses the Cloze [13] masking task for training the recommenda-
tion task, that is, the model must predict randomly masked items
of a sequence. In contrast to SASRec, BERT4Rec first leverages
the output of the last transformer layer and pushes it through a
feed-forward network in the projection layer before it also utilizes
the transposed input item embedding to get a probability for each
item. In this paper, we use a variant of the projection layer, which
is introduced in [4], and uses a second linear layer instead of the
transposed item embedding to scale the output to the item space.
The model is trained using a cross-entropy loss.

4.3 KeBERT4Rec
To encode additional categorical metadata provided by the chal-
lenge with the BERT4Rec model, we use KeBERT4Rec [4], that
encodes keyword descriptions of items into the BERT4Rec model. It
is built upon BERT4Rec and adds the possibility to add a categorical
attribute for items to the model. The model embeds keywords and
then adds the representation to the item and positional embedding.
As in BERT4Rec the embedded sequence is pushed through layers
of transformers and a linear layer predicts the item. We investi-
gate two variants to include multiple categorical metadata of an
interaction to the model.

4.3.1 Single Feed Forward (𝐾𝐵𝑠𝑖𝑛𝑔𝑙𝑒 ). We one-hot encode each
categorical metadata of the interaction and concatenate all one-hot
vectors of each attribute into a single vector. Using a linear feed-
forward layer we scale this vector to the embedding size of the item
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and the positional embedding and add them to create the input for
the Transformer network.

4.3.2 Multi Feed Forward (𝐾𝐵𝑚𝑢𝑙𝑡𝑖 ). Because each used meta data
is a categorical one, we adapt KeBERT4Rec to model any number of
categorical meta data. Therefore, we embed each categorical meta
data in the challenge dataset using a separate feed-forward layer to
the embedding size of the item and position embedding for each
embedding. The input of the transformer network is then the sum
of all metadata embeddings and the item and position embedding.

5 EXPERIMENTAL SETUP
In this section we describe how we prepare our datasets and the
setup for evaluation. We also report the metrics used for evaluation,
the hyperparameters for the model and the training setup.1

5.1 Data Preparation
We combine all browsing interactions, search query information
and categorical meta data into a single sequence dataset containing
interactions ordered by the provided timestamp for each session.
From the search meta information we extract the list of clicked
products and add each of them as another interaction according
to the click order between the search request and the following
request into the session. To these added interactions, we assign the
clicked product and introduce and assign a new product interaction
type clicked to the already given product interaction types detail,
add, purchase and remove. Besides the interaction type 𝑎 ∈ A, we
also add the category 𝑐 ∈ C and price bucket 𝑏 ∈ B of each product
for each interaction if the information is available. All introduced
next-item recommendation models rely on an item set I that must
be embedded. This item set is constructed using two approaches
resulting in two datasets. First, we consider all interactions of a
sequence and use the identifier of the product if the user interacted
with a product, otherwise the URL of the page viewed. We refer to
this dataset as the Full Dataset. Moreover, we experiment with a
dataset, named Product Dataset, where we remove all interactions
that do not have an associated product (i.e., where the product
interaction type is not set). Here we can use the product identifiers
as the item identifiers for the models. Further, we remove all ses-
sions with only one interaction as well as all items with only one
interaction from both datasets. The statistics for both datasets are
shown in Table 1. Figure 2 shows a frequency distribution of items
seen in both datasets. Both distributions show a high number of
infrequent items and a long tail of more frequent items, but the
Full Dataset contains about six times more items than the Product
Dataset, and most of them are rare.

5.2 Evaluation Setting
For all experiments we split the two constructed datasets randomly
in 80% train, 10% test and 10% validation data. We evaluate all our
models offline on the test data. Also, we report the scores achieved
on the closed challenge test data set. Next product interactions
are generated by providing the previous session to the model and
returning the top 20 ranked products (for the Full Dataset we only

1Our code for preprocessing the dataset, training and evaluation the models is available
at https://professor-x.de/sigir_challenge21/recommender.zip.

Table 1: Statistics of the Full Dataset and Product Dataset
after pre-processing. With 𝑆 we denote the average session
length and I the considered item set for the dataset.

Dataset |S| |I| 𝑆 |A| |C| |B|
Full 4,004,558 257,308 8.82 6 172 11Product 1,652,985 40,156 5.52 5

Figure 2: Frequency distributions of the item frequency for
Full Dataset and Product Dataset

consider the top product recommendations, and ignore recommen-
dations for non-product interactions). For the challenge submission,
in the case that our models cannot provided recommendations for
the given session, because the session only contains non-product in-
teractions (e.g., only search interactions), we recommend the most
popular products. We found that out of the 332247 sessions in the
challenge test set for the Full Dataset there are 487 sessions with-
out direct product interaction and 227755 sessions for the Product
Dataset.

5.3 Metrics
We report the official metrics of the challenge for our models, the
Mean Reciprocal Rank (MRR) of the immediate next product, the F1-
Score for predicting all subsequent product interactions in a session
and the Coverage (Cov) and Popularity Bias (PB). F1-Score, Cov and
PB are evaluated based on a cut-off value of 20. For the full descrip-
tion of the metrics we refer to challenge description in [11]. Also,
we report common metrics for the next product recommendation
task, namely the Normalized Discounted Cumulative Gain (NDCG)
and the Recall for different cut-offs 𝑘 in addition to the MRR.

5.4 Model Hyperparameters and Training
An extensive parameter study was not possible due to the short
time of the challenge, so we set our parameters as follows: We use
2 transformer layers with 8 heads. The dropout [9] rate is set to 0.1
for all dropouts in the transformer model. The maximum sequence
length is set to 50, so only about 2% of the sessions are cut. The
hidden size of the transformers is set to 256 for models trained on
the Full Dataset and 128 on the Product Dataset. Batch size and the
maximal number of epochs is set to 32 and 20 for the Full Dataset

https://professor-x.de/sigir_challenge21/recommender.zip
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Table 2: Results of the sequential recommendation Trans-
former models SASRec, BERT4Rec and the two considered
variants of KeBERT4Rec trained on the two dataset, evalu-
ated on the offline test set and the Coveo Data Challenge
test set (Chall.). Best values for each test set and metric are
in bold.

(a) Results for the Full Dataset.

Metric SASRec BERT4Rec 𝐾𝐵𝑚𝑢𝑙𝑡𝑖 𝐾𝐵𝑠𝑖𝑛𝑔𝑙𝑒

O
ffl
in
e

Recall@1 0.081 0.762 0.770 0.767
Recall@10 0.835 0.906 0.906 0.907
Recall@20 0.883 0.929 0.929 0.929
NDCG@10 0.479 0.835 0.838 0.837
NDCG@20 0.492 0.841 0.844 0.843
MRR 0.368 0.815 0.819 0.818

Ch
al
l. MRR 0.110 0.089 0.052 0.000

F1@20 0.058 0.042 0.024 0.000
Cov@20 0.369 0.380 0.474 0.000

(b) Results for the Product Dataset.

Metric SASRec BERT4Rec 𝐾𝐵𝑚𝑢𝑙𝑡𝑖 𝐾𝐵𝑠𝑖𝑛𝑔𝑙𝑒

O
ffl
in
e

Recall@1 0.277 0.378 0.382 0.385
Recall@10 0.661 0.711 0.713 0.713
Recall@20 0.729 0.769 0.770 0.771
NDCG@10 0.468 0.542 0.545 0.546
NDCG@20 0.485 0.557 0.559 0.561
MRR 0.415 0.495 0.498 0.500

Ch
al
l. MRR 0.093 0.136 0.134 0.135

F1@20 0.050 0.054 0.053 0.053
Cov@20 0.416 0.404 0.408 0.413

and 128 and 50 for the Product Dataset. All networks are optimized
using Adam [7] with a learning rate of 5 · 10−4, beta1 of 0.90, beta2
of 0.998 and a weight decay of 0.01.

6 EXPERIMENTS
In this section we present the results on the offline test set and
on the challenge test data obtained by training the Transformer
models on two different datasets and discuss the obtained results.

6.1 Full Dataset Results
As we can observe from Table 2a, we can achieve a Recall@10 of
over 0.8 on our local test set using all Transformer models, when
training the sequential recommendation models on all types of
interactions. Only the Recall@1 is low for SASRec with only 0.08.
BERT4Rec outperforms SASRec on each metric by several percent,
at least about 5% for the Recall and over 40% regarding the MRR.
Both KeBERT4Rec models only show a slight increase compared
to the BERT4Rec model, although they have additional categorical
meta data about the products available. The difference between
the variants is ambiguous, with the 𝐾𝐵𝑚𝑢𝑙𝑡𝑖 performing better
or the same for most metrics like the Recall@1, but performing
worse for Recall@10. For the challenge test data the MRR drops to a
fracture of the measured one on the local test set, especially for the

BERT4Rec based models. Moreover, all BERT4Rec models are in this
test set outperformed by SASRec, which achieves an MRR of 0.110.
Also, SASRec scores the best F1-Score with about 0.06. However,
𝐾𝐵𝑚𝑢𝑙𝑡𝑖 achieves with about 0.5 the better Coverage. All PB@20
values are (rounded) zero for all models on all test sets, therefore
we do not report them in the table. The difference between the MRR
on the local and the challenge test data for the BERT4Rec models
is significant and needs further investigation as well as why the
𝐾𝐵𝑠𝑖𝑛𝑔𝑙𝑒 variant is not able to make any useful predictions.

6.2 Product Dataset Results
In our next experiment we use the Product Dataset to limit the
training of the models on actual product interactions. The results
are shown in Table 2b. All models are able to learn the user be-
havior, with Recall@20 over 0.7 for all models. The BERT4Rec and
KeBERT4Rec models perform better than the SASRec regarding all
metrics, and achieve at least 4% higher Recall values. The difference
in performance gets even clearer when looking at the ranking met-
rics NDCG and MRR. With the KeBERT4Rec models, we see again
only small improvements in comparison the base BERT4Rec model.
𝐾𝐵𝑠𝑖𝑛𝑔𝑙𝑒 seems to work a bit better here, but the improvements are
still very small, with a gain in MRR of only 0.2. On the challenge
test data, we see the MRR drop in comparison to our local test
data again, but this was partly to be expected as we cover only
about two thirds (see Section 5.2). The MRR drops by more than
half from 0.49 to 0.13 for BERT4Rec, but overall it is performing
the best, even when compared to results of SASRec on the Full
Dataset. SASRec achieves only a MRR of 0.09 which is worse com-
pared to the scored obtained by the models trained using the Full
Dataset. Both KeBERT4Rec variants are not able to improve the
results on the challenge test set and perform even slightly worse
by up to 0.2% compared to BERT4Rec. The number of epochs was
not limiting for the experiments on this dataset, as the validation
loss showed no further improvement. Overall, when considering
our offline test sets, we can conclude from the obtained results, that
adding other interactions, that do not target products, can improve
the next product recommendation setting when using BERT4Rec
models. In contrast to that the results of the challenge test set let us
draw the opposite conclusion. Also, it seems, that SASRec handles
these additional interactions differently compared to the BERT4Rec
models, so we should investigate this in future work.

7 CONCLUSION
In this work, we presented our experiments with transformer-based
sequential models for the Coveo Data Challenge. We present re-
sults for two datasets, one including non-product interactions and
one excluding them. We find that transformer-based models like
BERT4Rec and SasRec are able to learn user behavior, but the chal-
lenge test data shows that treating events and products the same
might mislead the models. Adapting the training and models to dif-
fer between events and products could help use the full potential of
transformer models. The inclusion of event meta data did not bring
the expected gain, so further investigation and potential parameter
tuning would be needed. As we limited our approach to categorical
data, there is also the other meta data left to explore.
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