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As the demand for mobile communication services increases, network planning needs to be optimized
to cope with both increased traffic demand and limited spectrum. In this paper we present a new
approach to cellular network planning that integrates teletraffic issues and radio engineering to automat-
ically achieve optimized planning solutions. The core of this technique is the notion of demand nodes.
Experiments with the planning tool prototype ICEPT show the feasibility and effectivity of the approach.

1 INTRODUCTION

In the early age of wireless telephony, due to
the lack of planning methodology and the step-
by-step network implementation, pragmatic ap-
proaches were often used in network planning.
At that time, planning meant implementing cell
sites at locations chosen by experienced radio en-
gineers, providing measurements of the running
system, and adapting the system accordingly.
Since the last step usually resulted in additional
equipment but almost never removed superflu-
ous equipment to use it at other cell sites, this
approach tended to over-dimension the system.

In the face of tremendous customer demand
towards the end of the eighties, more and more
carriers joined the market and resources started
to run short while at the same time customer
charges had begun to drop. Consequently, a more
systematic network planning was required. This
led to the development of the so-called analytical
approach to network planning [6], which is, due
to its algorithmic formulation, widely found in
today’s planning assistance tools. This approach
focuses on the radio engineering aspect of the
planning process, i.e. on determining the loca-
tions of the cell sites and assigning frequencies to
them by examining the radio-wave propagation
environment and interferences among the cells.
Other aspects of cell planning like user behav-
ior and teletraffic issues are taken into account
rather late in the planning process and treated
separately. Thus, existing interactions are not in-
cluded in the planning task.

For the deployment of future telecommunica-
tion systems this will be satisfactory no longer.
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Future telecommunication systems, by means of
their technology, the market demand, and the
shortage of resources, call for an optimized net-
work planning. Optimal network configurations
must be achieved with respect to technologi-
cal issues as well as with regard to economic
aspects [7]. In other words, integrated plan-
ning is required to cover interactions among as-
pects treated separately by conventional plan-
ning tools. For instance: Given a multiple access
technique based on code division (CDMA, [3])
or space division (SDMA, [11]), the shape of a
cell depends on the behavior of the users in the
cell as well as on the users of surrounding cells.
Furthermore, in such systems, the user distribu-
tion directly influences the performance of the
system. Consequently, the user behavior and the
traffic-related issues connected with it as well as
aspects of the system architecture must be an in-
tegrative part of the planning process. In this pa-
per we will present such an integrated approach
to cellular network planning.

The paper is organized as follows. Section
2 reviews the conventional planning approach
widely used in today’s commercial cellular plan-
ning tools like e.g. GRAND or Planet. In Sec-
tion 3 we present our new integrated approach.
In Section 4 we discuss a prototypical implemen-
tation and close with the presentation of prelim-
inary results obtained.

2 CONVENTIONAL PLANNING

Nowadays available commercial cellular planning
tools, e.g. PLANET [9] or GRAND [6], are based
on the so-called analytical approach to cellular
network planning [6]. This approach focuses on
radio planning aspects, i.e. selection of cell sites,



frequency planning, and antenna design.

In principle, the analytical approach has four
phases, Radio Network Definition, Propagation
Analysis, Frequency Allocation, and Radio Network
Analysis, that are passed several turns in an iter-
ative manner (cf. Figure 1).
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Figure 1: Conventional approach

During the Radio Network Definition phase, a
human expert chooses cell sites, i.e. transmitter
locations which are based on his planning expe-
rience and the geographical map of the area to
be supplied.

Using these transmitter locations, the Propa-
gation Analysis of the area evaluates the radio
coverage by field strength prediction methods.
Here, stochastic channel models as well as more
sophisticated approaches like ray-tracing tech-
niques are applied. Usually, several field strength
prediction methods are implemented but the
tools offer little if any support in choosing the
appropriate propagation model.

If the planning expert decides that the cover-
age satisfies the given requirements, a Frequency
Allocation is carried out, otherwise new trans-
mitter positions must be chosen and once again
the propagation be analyzed. Using an expected
traffic database, usually derived from rough esti-
mates based on land use data, the required num-
ber of traffic channels and hence frequencies of a
cell are computed. This computation uses land-

line capacity planning techniques like the com-
mon Erlang-B-formulae as well as correction fac-
tors that come from planning experience.

If under frequency reuse pattern and interfer-
ence distance constraints it is possible to supply
all the cells of the area with the required number
of frequencies, the algorithm proceeds to radio
network analysis. Otherwise the algorithm starts
all over again.

The Radio Network Analysis calculates the
Quality-of-Service of the area by means of block-
ing and hand-over dropping probabilities. Again,
stochastic channel characteristics as well as user
demand estimates from the traffic data-base are
used to calculate the network performance. If
Grade-of-Service specifications are met, the task
is finished, otherwise the algorithm has to be
restarted.

The major shortcomings of tools based on the
analytical approach are that they focus almost
only on radio design aspects. In addition, they
require in each step a trained radio expert to
make decisions. Furthermore, the major design
aspects are treated more or less in isolation such
that existing interactions are neglected and an
overall optimization is not feasible. If one draws
comparisons, these tools can be regarded as com-
plex desktop calculators designed for the hands
of trained radio experts.

3 INTEGRATED PLANNING AND
OPTIMIZATION

3.1 The integrated design concept

The integrated design concept overcomes the
shortcomings of the conventional approach by
identifying four major design aspects of cellu-
lar mobile communication systems and consid-
ering their key issues in a comprehensive way.
The new concept is depicted in Figure 2. The
four basic design aspects of mobile communica-
tion system are: Radio Transmission, Mobile Sub-
scriber, Resource Allocation, and System Architec-
ture. These aspects contribute in a parallel man-
ner to the higher-level integration component,
the Automatic Network Design, which is respon-
sible to manage different, often contrary, objec-
tives. The integration component uses the con-
tribution of the design aspects as the input to
the network design algorithm (cf. Section 4.2).
This algorithm defines, evaluates and optimizes
the network.
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Figure 2: Integrated Planning Approach

The interactions and dependencies between
these different design aspects can be included in
the integrated approach by exploiting its modu-
larity. The separation makes it possible to model
the dependencies in an abstract but compre-
hensive way. These dependencies can be repre-
sented by applying the demand node concept.
This method is the core technique of the inte-
grated approach and will be explained in more
detail in the upcoming sections.

Moreover, the modular structure of the new
approach permits a generic implementation of
the design aspects in a planning tool. For ex-
ample, an inappropriate field strength prediction
method in the Radio Transmission module can
easily be replaced with a better one.

Since the integrated approach considers design
aspects not in an isolated way, it can obtain solu-
tions which are optimized under more than one
aspect. The new approach resolves conflicting de-
sign objectives and finds better overall solutions
than the conventional design method.

3.2 Demand Nodes

The core technique of our integrated approach is
to represent the spatial distribution of demand
for customer traffic by means of demand nodes.
Demand nodes or demand points play an impor-
tant role in economics when solving facility lo-
cation problems (see e.g. [8]). In our context we
use the following:

DEFINITION. A demand node represents the cen-
ter of an area containing a quantum of demand
from teletraffic viewpoint, accounted in a fixed
number of call requests per time unit.

Hence, the notion of demand nodes introduces a
discretization of the traffic demand in both space
and demand. In consequence, the demand nodes

are dense in areas of high demand and sparse in
areas of low demand.

Demand nodes are the common basis of all the
components. Hereby they constitute the connect-
ing link between the components and, by doing
so, facilitate the integration of the components.

3.3 Mobile Subscriber

The behavior of the Mobile Subscriber in a cellu-
lar system can be described on two levels: static
and dynamic behavior. The static description
comprises the spatial distribution of users in the
supplying area of the network. In this context
the term population model is more appropriate
for describing the subscriber behavior. The dy-
namic level describes the time-dependent behav-
ior of users, such as their mobility patterns.

To include population models into the inte-
grated approach, discretization methods are ap-
plied which generate a demand node distribution
according to the above definitions (cf. [4]).

3.4 Radio Transmission

Careful cellular network design has to ensure
that the reliability of the Radio Transmission
within the supplying area is optimal under the
given conditions. This objective can be achieved
by placing the transmitter in such a way, that
the received field strength at a service point is
maximized and the interference by other radio
sources is minimized.

The integration of radio transmission issues
into our new approach is again done by means
of demand nodes. Demand nodes serve in this
context as sensors for the electric field strength.
The field strength at a demand node is computed
by using sophisticated radio wave propagation
models, (cf. [2]). A node is said to be supplied
with the mobile service if it receives the required
minimum field strength from at least one base
station.

This application of demand nodes transforms
the base station locating problem into a discrete
algebraic task. Finding the optimal location is
equivalent to the mazximal covering location prob-
lem (MCLP). The objective of the MCLP is to
place a given number of facilities, here the trans-
mitter, in the demand area, so that the number
of supplied demand nodes is maximized.

3.5 Resource Allocation

Resource allocation is a very crucial task in cel-
lular network engineering. Frequencies and chan-



nels are valuable since their number is physically
limited and can not be arbitrarily increased. A
higher traffic capacity of cellular systems is only
possible if there is a high spatial reuse.

This design aspect can also be integrated into
the new approach by the application of demand
nodes. The reuse distance for frequencies defines
the reuse pattern of a cellular system, which
determines the maximum number of available
channels in a cell. The number of channels limits
the amount of traffic the cell can handle. Since
the traffic is represented within the concept by
the demand nodes, the resource allocation prob-
lem is to design cells in such a way, that the num-
ber of demand nodes in a cell does not exceed
the maximum value. In other words, the reuse
pattern limits the number of demand nodes in
a cell. Only the cells which obey this constraint
are considered for network design.

Additionally, due to the discretization of the
expected traffic volume in space and demand,
the integrated approach can apply more accu-
rate performance evaluation methods, e.g. finite
population queuing models. In contrast, the con-
ventional design approach usually employs only
the Erlang-B-formula.

3.6 System Architecture

The typical System Architecture of public mobile
communication networks consists of two major
parts: the radio transmission subsystem and the
transport network. Both parts are strongly inter-
connected and their proper configuration is es-
sential for good overall system performance and
efficient network operation.

So far, the conventional network design does
not address the interconnectivity of these parts.
The configuration of the radio subsystem is com-
pletely independent of the transport network.
Hence, the conventional design approach yields
a large amount of superfluous hardware on the
one side and overloaded system elements on the
other side, (cf. [10]).

System architecture issues can be included
into the integrated approach again by consid-
ering the expected offered traffic in the mobile
network and its impact on the transport subsys-
tem. The objective of the new approach is to dis-
tribute and level the traffic load emerging from
the radio part equally throughout the transport
network. For example, the base stations should
be interconnected with the mobile switching cen-

ters in such a way that the signaling traffic is
minimized and that switches are equally loaded.
Since the offered traffic is represented by the de-
mand nodes in the integrated approach, this con-
cept can be applied once more. However, the in-
vestigation in this area is just at the beginning
and more research will be necessary in this field.

4 ICEPT PLANNING TOOL

To prove the capability of the new design ap-
proach, a prototype of ICEPT (Integrated Cellu-
lar Network Planning Tool) is implemented and
tested on a realistic planning case.

4.1 Tool design requirements

The key design issue for a prototype of a mo-
bile network planning tool is its applicability in
reality-close planning cases. It includes the fol-
lowing features: a) use of real-world data, b) a
fast network design algorithm, c¢) scalable accu-
racy and speed, d) a modular program structure
and e) an easy-to-use graphical user interface.

Although ICEPT is still a prototype, it al-
ready meets these requirements. Since it is dif-
ficult to obtain real offered traffic data of mo-
bile networks, the tool considers only reasonable
assumptions about the expected traffic. Future
implementations will rely on more accurate in-
put, e.g. official land survey data combined with
demographic data.

4.2 Main Components of ICEPT

The current version of the ICEPT tool covers two
design aspects of the new approach, the Mobile
Subscriber component and the Radio Transmission
part. The integration of these aspects is done by
the third module of the prototype, the network
design algorithm ABPA (Adaptive Base Station
Positioning Algorithm).

Population Model

In ICEPT the demand nodes of the mobile sub-
scriber model are generated by a self-organizing
feature map (SOFM), (cf. [4]). Due to the lack
of real user density, for training purposes of the
network, it was assumed that the user density is
higher in low terrain than in high terrain. There-
fore the SOFM adapts the terrain of the inves-
tigated area. Figure 3 shows the topography of
the area north-west of Wiirzburg. The area has
a size of 10km x 10km. The resulting popula-
tion model is depicted in Figure 4. However,



Figure 3: Digital terrain model

due to the modularity of ICEPT, this component
can easily be replaced by discretization meth-
ods which use more realistic land-use data. Cur-
rently, stochastic geometry methods are explored
for this purpose.

Radio Transmission

The radio transmission module of ICEPT con-
sists of a Fast-Ray-Tracing (FRT) method for
field strength prediction (cf. [12]). FRT takes ad-
vantage of the topological information inherited
in the three-dimensional digital terrain model
used in the prototype. In this way, it obtains a
significant speed-up of the field strength predic-
tion over common estimation methods.

Moreover, FRT is scalable in accuracy and
speed. A faster prediction can be traded for a
decreased accuracy. This property of FRT per-
mits that ICEPT can be used for first configura-
tion studies, where no high accuracy is needed,
as well as for detailed network planning.

Automatic Network Design

The integration of the design aspects is done
by the ABPA algorithm, (cf. [5]). The objective
function of ABPA is to maximize the number
of uniquely supplied demand nodes, i.e. the de-
mand nodes which belong exactly to one base
station, and to minimize the number of un-
supplied and multiple-supplied demand nodes.
ABPA finds the solution by smoothly increas-
ing the transmitting power and gradually moving
the transmitter in the virtual three-dimensional

Figure 4: Demand node distribution obtained
by SOFM
scenario of the planning case. The adjustment of
the transmitting power and the displacement of
the base station is conducted by the attraction
of base stations to unsupplied demand nodes and
by the repulsion from multiple-supplied demand
points. To prevent ABPA from getting stuck in
locally optimal configuration, the algorithm can
make transitions to a worse configuration with a
predefined probability as in Simulated Annealing

(cf. [1]).
4.3 Results

To prove the capability of ICEPT, the proto-
type was tested on the topography northwest
of Wiirzburg. ICEPT was used to find the op-
timal locations of six transmitters in this ter-
rain. The initial configuration of the transmitter
and the demand nodes are depicted in Figure 5.
Figure 6 shows the base station locations af-
ter 10,000 adaption steps. The transmitters are
marked by ® and the different supplying areas
for the individual transmitters are tagged by var-
ious symbols. It can be seen that ABPA reaches a
reasonable solution. As expected, it locates the
transmitter on the top of hills and near places
with high user density, respectively.

5 CONCLUSION

The integrated network planning method pre-
sented here is a promising approach to automatic
network design. The demand node concept per-
mits a comprehensive integration of different de-
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Figure 5: Initial configuration

sign aspects into one design method. The new
approach can resolve conflicting planning objec-
tives. It obtains solutions which are optimized
under more than one aspect. Moreover, the de-
mand node concept allows the application of new
efficient methods in cellular mobile network plan-
ning. The feasibility of this approach is shown
by the ICEPT prototype which integrates in
the first implementation phase two main compo-
nents, the Mobile Subscriber and the Radio Trans-
mission. ICEPT obtains optimized network con-
figurations in reasonable time.

The next step is to integrate in detail other com-
ponents like the Resource Allocation and the Sys-
tem Architecture as well as to refine the compo-
nents already integrated.
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