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Abstract—Adaptive crowdsourcing is a new approach to
crowdsourced Quality of Experience (QoE) studies, which aims
to improve the certainty of resulting QoE models by adaptively
distributing a fixed budget of user ratings to the test conditions.
The main idea of the adaptation is to dynamically allocate the next
rating to a condition, for which the submitted ratings so far show
a low certainty. This paper investigates the effects of statistical
adaptation on the distribution of ratings and the goodness of the
resulting QoE models. Thereby, it gives methodological advice
how to select test conditions for future crowdsourced QoE studies.

I. INTRODUCTION

Quality of Experience (QoE), i.e., the subjective perception
of the quality of a service as a whole, is becoming increasingly
important for network and service providers. Both want to
deliver the service to the end user in the best manner to
achieve a high customer satisfaction. In order to understand
what factors influence the QoE, extensive subjective studies
have to be conducted.

Recently, crowdsourcing, i.e., the outsourcing of small
tasks to a large crowd, has been widely used for subjective QoE
assessments (e.g., [1], [2]). The advantages of crowdsourcing
over classical laboratory studies are its price, speed, and
the more realistic setting of service consumption (especially,
context and system factors). Nevertheless, a crowdsourcing
QoE study has to be well designed to avoid typical pitfalls
from the heterogeneous environment and unsupervised nature
of such studies [3]. The researcher wants to investigate the
impact of a parameter = on QoE (in terms of Mean Opinion
Score (MOS)), thus, a QoE model f(z) is to be derived,
which returns the MOS for any (realistic) © € R. Typically,
a fixed rating budget (i.e., total number of user ratings) is
given, which determines the costs for the study. The researcher
selects discrete test conditions (TC), which are distributed
over the tested range, and the test participants see a pre-
allocated or random TC when they access the study. This
results in (approximately) the same number of ratings per TC.
Eventually, the MOS of each TC will be fitted to obtain f(z).

The new concept of adaptive crowdsourcing challenges this
traditional approach, and aims at adaptively distributing users
to TCs at the moment participants access the study. The main
idea of the adaptation is to allocate the next rating to a TC, for
which the submitted ratings so far show a low certainty, e.g., in
terms of confidence intervals (CI) of the MOS. This adaptive
distribution of the rating budget is expected to increase the
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overall certainty of the QoE model. As indicated in [4], very
high and very low quality TCs are rated more homogeneously
because ratings concentrate close to the edge of the rating
scale. The CIs of the MOS become small after few ratings,
and gathering more ratings for these TCs will only bring a
negligible gain. In contrast, TCs with a medium quality will
foster a high diversity of subjective ratings, and thus, a lower
certainty of QoE model f(x). Shifting rating budget from the
extreme quality TCs is expected to increase the certainty for
these TCs.

The goal of this work is to introduce adaptive crowd-
sourcing and to investigate different TC selection strategies
for both traditional and adaptive study design. It will ex-
amine the impact of expert knowledge on the selection of
TCs and demonstrate the effects of statistical adaptation. A
crowdsourcing study on the impact of encoding bitrate on the
QoE of H.264 videos was conducted to obtain a ground truth
pool of ratings. Drawing from this pool, we simulate different
traditional and adaptive TC selection strategies, analyze the
effects, and investigate the goodness of the resulting QoE
models. Finally, we conducted live crowdsourcing studies to
show the behavior of the strategies in a realistic setting.

Therefore, this work is structured as follows. Section II
presents related work and Section III describes the methodol-
ogy of our study, the investigated strategies, and the simulation
framework. Section IV presents the effects of the different
strategies and the results of the live crowdsourcing study, and
Section V concludes.

II. RELATED WORK

Crowdsourcing is a widely adopted methodology for sub-
jective quality assessment and was used among different appli-
cation domains, such as video (e.g., [5], [6]) and image quality
(e.g., [2], [7]), and QoE of video streaming (e.g., [1], [8]) or
other web services (e.g., [9], [10]).

From a methodological point of view, works have been
conducted with respect to motivation and incentives (e.g.,
[10], [11]), reliability methods and screening mechanisms
(e.g., [12]), result quality monitoring (e.g., [13]), and the
development of crowdsourcing frameworks and platforms (e.g.,
[14]). A comprehensive report of best practices and lessons
learned for crowdsourced QoE studies is given in [3].

In this paper, we propose the idea of adaptive test designs
in crowdsourcing studies. However, it has not been researched
how to select TCs in such an adaptive crowdsourcing study in



order to obtain best results. Therefore, this work will inves-
tigate different strategies for TC selection using the example
of a video quality study, namely, investigating the impact of
encoding H.264 videos to different bitrates on the QoE of
video streaming. This problem has already been studied, e.g.,
in [15] and [16]. The authors of these studies offer a objective
assessment of H.264 coded sequences with different encoding
parameters. A study of perceived video quality is presented
in [17]. This study uses lower bitrates as it is focused mainly
on QoE when encoding sequences with low resolution. Thus,
we want to point out that the focus of our work is not on
providing quantitative results on QoE, but on investigating
different general methodologies for adaptive crowdsourcing,
which can be applied to obtain such results.

III. STUDY DESCRIPTION

In this section, the used methodology is described. First, the
investigated TC selection strategies are presented. Second, the
focus is on the crowdsourcing study, which was conducted to
obtain ground truth ratings. Finally, the simulation framework
is described.

A. Test Condition Selection Strategies

The first option for test designers is to determine a param-
eter and select between discrete and continuous TCs. Note that
some parameters might not allow for continuous TCs due to
their character, technical limitations, or study characteristics.
For both cases, the following three classes of TC selection
strategies can be applied:

a) Baseline: A baseline strategy tries to allocate the
same number of users per condition in the discrete case, or to
fully cover the parameter range in the continuous case. Several
variants of baseline strategies can be implemented given a fixed
rating budget. In the discrete case, these include an a-priori-
selection of TCs per user (distribute the users equally to TCs
before the test starts), a waterfilling-based selection (always
select condition with fewest ratings), or a randomized selection
(select a TC randomly according to a uniform distribution).
In the continuous case, the parameter range could be equally
spaced (discretized) in subranges according to the budget
and the above mentioned algorithms can be applied, or TCs
could be selected using a uniform distribution over the whole
parameter range or over the largest subrange without ratings.

b) Statistical Adaptation: Statistical adaptation refers
to an adaptive test design, in which TCs are selected based
on a statistic computed from already given ratings. The goal
is to allocate more ratings to TCs with high uncertainty of
measurement. Typically, a baseline strategy is used beforehand
to avoid the cold start problem, i.e., to obtain a minimum
number of ratings before the adaptive strategy is applied. In
the discrete case, for example, the TC with the largest CI or
the highest variance can be selected as the next TC to be
tested. Having a continuous parameter, the parameter range
can be split into subranges, and the next TC(s) can be selected
from the subrange with the largest CI or variance. Additionally,
the TCs/subranges can be excluded from the selection process
when the statistic indicates a sufficient level of certainty with
the measurement.

c) Expert Knowledge Selection/Adaptation: Expert
knowledge can be applied when any knowledge about the
investigated parameter is already available. It can be exploited
for both discrete and continuous scenarios, but its implemen-
tation depends largely on the specific parameter and available
knowledge. If a functional relationship about the impact of
the parameter is known and a study is conducted to learn the
exact parameters of the relationship, the characteristics of the
function can be used for the selection of TCs. For example,
studying an exponential relationship of a parameter, it is more
beneficial to allocate (more) TCs where the slope is expected
than in the range of the (almost) constant tail. The expert
knowledge is typically used in combination with a baseline
or a statistical adaptation strategy.

For the remainder of this work, we consider the video
encoding bitrate parameter over the TC range 500 kbps to
3000 kbps and have selected the following strategies in the
discrete (D) and continuous (C) case, respectively. The notation
also indicates whether a baseline (B) strategy or statistical
adaptation (S) is used, respectively.

In the discrete case, we limit ourselves to a crowdsourcing
study with five TCs. The following algorithms are considered:

1)  Fixed number of ratings per TC (D-B)
2)  Statistical adaptation based on CI width (D-S)

For the baseline algorithm (D-B), the rating budget is
divided by the number of available TCs and each TC is selected
equally often.

The statistical adaptation (D-S) aims at minimizing the CI
width. It comes into effect after each TC was rated five times,
and subsequently selects the TC with the highest CI width.

The continuous crowdsourcing studies are based on uni-
formly distributing the TCs over the investigated parameter
range:

1)  Uniform distribution over investigated range (C-B)
2)  Statistical adaptation of distribution subrange based
on CI width (C-S)

The baseline algorithm (C-B) selects the next TCs based
on a uniform distribution on the range of investigated TCs.

We use a conceptual algorithm for the statistical adaptation
in the continuous case (C-S) aiming to split the whole TC
range into subranges and to minimize CI widths of subranges.
Initially, 10 ratings each are allocated to both edge TCs (i.e.,
500kbps and 3000kbps) to anchor the tested range, and 10
ratings each are distributed over both halves of the TC range.
Then, the range is divided into these four subranges, and a
statistic of each subrange is computed. The algorithm selects
the subrange with the largest statistic and the next four ratings
are uniformly distributed over this subrange. The statistics
are recomputed and the subrange with the largest statistic is
selected next. When a subrange is selected for the second
time, this subrange is halved and 4 ratings each are distributed
over both new subranges before recomputing the statistics. The
algorithms repeats the described process until the rating budget
is consumed. The statistic used is not the classical CI width,
but the standard deviation divided by the square of the number
of ratings, which proved to promote the splitting. Note that the



exemplary algorithm described here might be easily improved,
which is out of scope of this work!.

B. Crowdsourcing Study

We conducted a crowdsourcing study, in which the users
had to rate the quality of H.264 video sequences having dif-
ferent bitrates. Five source sequences were used, which cover
wide variety of characteristics. All source video sequences
were available in 1080p resolution at 25 frames per second,
the length of the sequences was adjusted to 10 seconds. The
source video sequences were downscaled using ffinpeg? tool
to standard resolution (576p) to meet the possibly low Internet
connections of the crowd workers and were encoded using
the x264° implementation. All source video sequences were
encoded to 51 quality levels. These levels were determined by
bitrate and the selected values ranged from 500 to 3000 kbps
in steps of 50 kbps. This range of bitrates is commonly used on
the Internet for video streaming of Standard Definition video.

We used an online test framework similar to [1], which
follows the best practices described in [3], and thus, includes
monitoring of test execution and reliability checks. Every
participant watched five videos with different content each, and
rated the quality afterwards on a 5-point ACR scale. To avoid
network influences during the playback (e.g., initial delay,
stalling), all videos were downloaded to the local browser
cache before the playback. Unreliable users were filtered out
according to the clicking behavior during a pre-test, which
indicated if the user read the instructions or not. Moreover,
ratings of users who did not watch all videos in their full
lengths or answered simple content questions incorrectly were
discarded. Finally, ratings of users with different answers
to personal questions, which were presented twice at the
beginning and at the end of the test, were also eliminated.

The study was available as a micro job on the crowdsourc-
ing platform Microworkers*. Every user could participate and
was rewarded with 0.30$ upon completion of the test. Alto-
gether, the test used in this study was completed 2047 times
by 789 unique users from 80 different countries. Following
the strict consistency checks of the framework, we observe a
consistency rate of 48.12%, which means that slightly less than
half of the participants conducted the test properly.

We monitored that some users experienced stops during
playback of the sequences due to playback problems in the
browser. We conducted a t-test confirming that there is a
significant difference between the ratings for disturbed se-
quences (sequences with stops during playout) and undisturbed
sequences (p value in the order of 10~'?). Therefore, we also
discarded those ratings from the data set. After filtering out
unreliable users and ratings from disturbed sequences, we had
together 2817 scores from 563 unique users.

C. Simulation Framework

The simulation framework uses all reliable ratings obtained
by the crowdsourcing study for one of the tested videos

'In future work, we will consider a study to find better parameters and
statistics for the C-S strategy.

Zhttp://www.ffmpeg.org

3http://www.videolan.org/developers/x264.html

“https://microworkers.com
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Fig. 1: Ground truth model, and models for discrete baseline
strategies (D-B).

(i.e., all ratings belong to the same video content). These are
638 ratings gathered from 476 unique users, which gives us
approximately 12 ratings per processed video sequence on
average. The restriction to one video content can be done
in this case as the focus of our work is on the adaptive
crowdsourcing strategies and the goodness of the resulting
models, and not on the actual characteristics of the model or
the influence on the content. Nevertheless, similar results with
respect to the investigated crowdsourcing strategies could be
obtained for all contents. Note that we also do not consider
unreliable ratings in the course of our study, but leave this
interesting aspect for future work. In this case, a differentiation
would be needed based on when unreliable ratings can be
identified by the system (in momento or a posteriori, cf. [12]).

For each TC (i.e., for each bitrate), a pool is formed, which
contains all ratings given by the study participants for that TC.
Adaptive crowdsourcing studies can be simulated for each of
the investigated algorithms (described in Section III-A) with
respect to a given rating budget n,,q., i.€., the number of
ratings for the crowdsourcing study. Until the n,,q, ratings
are obtained, a two step process is repeated. First, the next TC
is selected according to the investigated algorithm. Then, the
simulation framework uses the empirical distribution to draw
user ratings for that TC (drawing with replacement) and adds
it to the set of ratings for that run. The full set of ratings
(containing 7,4, ratings) is considered the outcome of one
crowdsourcing study (i.e., one simulation run).

IV. RESULTS

We will investigate the impact of different bitrates on the
QoE of H.264 videos in both the discrete case with five TCs,
and the continuous case. Note that, although it would be
technically feasible to have a continuous test design for this
quality study, the continuous case is approximated by 51 TCs
({500, 550, . ..,3000} kbps).

A. Impact of Expert Knowledge on Test Condition Selection

Figure 1 shows the impact of TC distribution of a naive
baseline approach and a baseline approach with expert knowl-
edge on the fitted model. The figure presents the ground truth
model (blue), which is based on all ratings gathered in the
crowdsourcing study aggregated per TC. To obtain the blue
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Fig. 2: Comparison of baseline (D-B) and statistical adaptation (D-S) strategy for discrete TCs

curve, the mean opinion scores (MOS) for all 51 TCs were
fitted by a logarithmic function according to the method of
least squares. Grouping the TCs in regular intervals, it can
be seen that the blue curve lies well within the confidence
intervals (CI) for the MOS of the groups (blue markers). We
consider this function as the ground truth model, i.e., the target
function of the researcher f(x), throughout the remainder of
this work.

The green line shows the naive baseline model (D-B)
obtained by fitting all ratings from five regular TCs (green
markers). For the D-B-E model, the fitting was conducted
based on all ratings of different TCs (red markers), which were
distributed based on the expert knowledge that the model is a
logarithmic function. It can be seen that, for the given example,
both the green and the red line resemble the blue ground truth
function and lie within the CIs. Thus, the different distribution
of the three inner fitting TCs did not have a clear effect. Also
looking at other fittings out of our ground truth, we see no
benefit of the expert knowledge. For the remainder of this
work, we will nevertheless use the “expert” TCs for D-B and
D-S as they show nicely distributed MOS values.

B. Effects of Statistical Adaptation

To assess the effects of statistical adaptation of TC selec-
tion, we will first focus on the discrete case. Figure 2a shows
a stacked bar chart of the average distribution of selected TCs
for different rating budget resulting from the D-S algorithm.
It can be seen that the D-S algorithm allocates more ratings
to the low bitrate TCs, which have a lower MOS around 3.
For the higher bitrate TCs, the pool of ratings contains more
consistent ratings, which results in low confidence intervals
already after few ratings, such that the TC is not selected again.
These results are in line with findings from [4].

Figure 2b presents the gain of statistical adaptation in
terms of CI width for different rating budgets. Therefore, the
differences of the CI widths between D-B and D-S strategies
are computed over 50 simulation runs per rating budget. The
plot shows the average differences for the five TCs. It can be
seen that the differences are positive for the low bitrate TCs,
which indicates that the CIs are smaller for D-S. Thus, we can
see that the statistical adaptation causes the desired effect that
CI widths are decreased as more ratings are given to these TCs
(cf. Fig. 2a). Obviously, the gain becomes smaller when the
rating budget increases, because more ratings are allocated to
each TC, which leads to generally smaller CIs. While the CIs

of the 1000kbps and 3000kbps TCs are little affected, the CIs
of the 2000kbps TCs become slightly larger for D-S. This does
not come as a surprise, as less ratings are allocated to this TC
compared to D-B, especially if other TCs face a higher rating
diversity. Still, the increase of CI width is rather small, because
the ratings for this good quality TC are quite homogeneous.

Looking at the resulting MOS for the different TCs in
Figure 2c, there is a small catch. The figure compares the MOS
obtained by the D-B (plain line) and D-S (line with boxes)
strategies to the ground truth, which is the right-most point of
the D-B line. While D-B and D-S results completely conform
to the ground truth for the 500kbps to 2000kbps TCs, the MOS
for 3000kbps shows a different behavior. It can be seen that
D-S always leads to a higher MOS than D-B and ground truth
for this TC. The reason for this effect could be the high quality
of this TC and the decreasing variance of ratings close to the
edge of the rating scale (cf. SOS hypothesis [4]). This setting
facilitates small CIs around high MOS values after few ratings,
which will prevent D-S from allocating more ratings to that
TC. This means, the D-S algorithm is likely to receive several
“Excellent” (5) ratings for a high quality TC, which quickly
shorten the CI around a too high MOS. As the CI widths of
other TCs decrease slower because of a higher variance of
ratings, other TCs are preferred, such that this too high MOS
can hardly be rectified.

To get comparable results, in the continuous case, the Cls
are computed per subrange, i.e., the x-axis is split in nine
parts of 450kbps width and the CI is computed over all ratings
within a subrange. Figure 3 shows the average CI width over all
TCs (discrete)/subregions (continuous) and over 50 simulation
runs per rating budget. The x-axis depicts the rating budget.
It can again be seen that increasing the rating budget leads
to smaller average CI widths due to the higher number of
ratings per TC/subregion. Due to the same reason, no algorithm
can clearly outperform the others if the rating budget is high.
However, for small rating budgets, it can be seen that the
statistical adaptation algorithms D-S (green) and C-S (red)
work nicely and reach smaller CI on average than their baseline
counterparts D-B (blue) and C-B (cyan). Thus, in terms of CI
widths, the gain of statistical adaptation appears only for low
budgets.

Studying the impact of the statistical adaptation on the
fitting, we compare the ground truth model to the models
obtained by the simulation runs. Figure 4 shows the different
rating budgets n,,,4, on the x-axis, and the respective average
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goodness of fit over 50 simulation runs on the y-axis. The mean
absolute error is the goodness of fit metric used to compare
the D-B (blue), D-S (green), C-B (cyan), and C-S (red) models
to the ground truth model. The metric indicates the average of
absolute errors at all 51 discretized TCs. It can be seen that
an increasing rating budget improves the fitted model as the
presented error-based goodness of fit metric becomes smaller.
In general, it can be observed that all models are very close
as the numeric values of the mean absolute error are very
small (below 0.2 on MOS scale). However, two observations
are noteworthy. Due to the effect that good quality TCs at
the edge of the rating scale are likely to be insufficiently
sampled (cf. Fig. 2c), we see that the fitting caused by the
statistical adaptation is slightly worse than the baseline TCs.
Moreover, the continuous case outperforms the discrete case
and reaches better fittings. The reason is that the fitting can be
based on a higher number of data points (one per TC), which
can compensate inaccuracies better than if it was based on
only a few data points. Thus, a continuous test design should
be preferred when applicable for the investigated parameter.

C. Performance of Statistical Adaptation in a Real Crowd-
sourcing Study

To demonstrate the behavior of the investigated algorithms
in a realistic setting, live crowdsourcing experiments were

conducted with 100 reliable user ratings each. As the rating
budget is so small, the parameters of C-S had to be slightly
altered, such that only 12 ratings are initially distributed
(instead of 40), and the subranges are divided into three new
subranges (instead of two).

Figure 5a shows the evolution of the rating budget distri-
bution for the D-S algorithm. The figure shows the ratio of
ratings per TC as stacked bar plot after a certain amount of
used budget, which is depicted on the x-axis. Starting from
a uniform distribution after 20 ratings, the adaptation tends
to prefer 500kbps and 800kbps TCs. After the whole rating
budget was distributed, it can be seen that those TCs receive a
significant share of ratings. In contrast, the more homogeneous
ratings for the higher quality TCs result in a smaller ratio of
ratings for these TCs.

Figure 5b shows the corresponding plot for the C-S
algorithm. Therefore, the edge TCs are separated, and the
remaining range is divided into seven subranges of 350kbps
containing seven discretized TCs each. It can be seen that the
edge TCs have a high ratio for low budget due to the initial
phase of the C-S algorithm. Moreover, it is evident that by
chance the 500kbps TC has a very high rating diversity and
was selected frequently. Apart from that, the C-S adaptation
distributes the ratings almost uniformly over the whole pa-
rameter range, which means that, in this study, at any time the
computed statistic is surprisingly similar for all subranges.

The resulting QoE models are presented in Figure 5c. The
black ground truth shows the optimal outcome of the crowd-
sourcing study. It can be seen that both discrete strategies D-B
(blue) and D-S (green) result in a less accurate model, which
intersects the ground truth model at around 1500kbps and
shows a higher MOS for lower bitrate TCs, and a lower MOS
for the higher bitrate TCs, respectively. Although both models
are less accurate, it can be seen that statistical adaptation (D-S)
outputs a worse model compared to the baseline strategy D-B.
In the continuous case, the QoE models of both strategies
C-B (cyan) and C-S (red) well resemble the ground truth. A
negative impact of the statistical adaptation is not visible here.

V. CONCLUSION

In this work, the effects of statistical adaptation in crowd-
sourced QoE studies were investigated. Therefore, a ground
truth of subjective ratings was gathered via a crowdsourcing
study about the impact of encoding bitrate on the QoE of
H.264 videos. Four TC selection strategies were discussed
and evaluated by simulating crowdsourcing studies based on
the ground truth pool. Finally, the investigated strategies were
implemented in a real crowdsourcing study.

In a crowdsourcing study with discrete TCs, no effect of the
distribution of the inner TCs within the investigated parameter
range was visible. Both a regular distribution and the distribu-
tion based on expert knowledge about the QoE model resulted
a similar quality of resulting models. The statistical adaptation,
aiming to minimize the CI for the MOS, showed the expected
behavior. The average CI width could be minimized by D-S
especially for low rating budget. Nevertheless, it is possible
that for some TCs the resulting CI will be slightly larger
than for D-B, because other conditions with higher rating
diversity can be preferred by D-S. In terms of quality of the
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resulting QoE models, the interesting effect was apparent that
high quality conditions close to the edge of the rating scale
can output a too high MOS when using statistical adaptation
(D-S). This is due to the homogeneity of the ratings, which
is likely to quickly decrease the CIs, and thus, prevent to
allocate more ratings to that condition. The results also show
that crowdsourcing studies with continuous TCs outperform
the discrete case and reach better fittings, because the fittings
can be based on more data points, such that inaccuracies can
be better compensated.

In the live crowdsourcing experiment, all algorithms were
tested in a realistic setting. It could be seen that the adaptation
of D-S works as expected. In contrast, the adaptation algorithm
for the continuous case (C-S) needs to be refined in the future.
Especially the QoE models resulting from the continuous
strategies well resembled the ground truth model. In the
discrete case, the resulting models showed some inaccuracies
and did not exactly overlap. Thus, researchers have to be aware
that a crowdsourcing study is a single random experiment,
and, especially for low budgets, less accurate QoE models
might be the outcome. The best way to reduce the probability
of this undesired outcome is to increase the rating budget
for the crowdsourcing study. In the future, this work will
be continued by considering unreliable ratings and allocation
of multiple TCs per user (e.g., different contents) in the
simulation framework, and a mathematical approach to study
the effects of adaptive crowdsourcing will be taken.
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