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Abstract— In recent years emerging file sharing systems like  Independent of the type of application, one of the main tasks
Gnutella, eDonkey, Overnet, and Kazaa strongly influenced the of a stand-alone P2P network is the retrieval of data lonatio
behaviour of Internet traffic. These platforms employ different g far, the time needed to complete a search in regular file-

peer-to-peer mechanisms, where the application areas are just . " )
beginning to shift from undemanding content sharing towards SNaring systems was not really critical to the end-useesiife

new business case services. Those new requirements brought ouflownload time exceeded the preceding lookup time of the files
new peer-to-peer overlay architectures like Chord and Kademlia location by magnitudes. Real-time applications with darta
based on Distributed Hash Tables. The new algorithms satisfy the quality of service demands, like VoIP telephony, chattiog,
needs of distributed applications like, e.g. telephone directories instant messaging on the other hand are dependent on the

supporting “anywhere” VoIP. In this paper we investigate the . . . L L
delay of the search process in such a peer-to-peer directory time needed to find their communication partner. The arising

service, where the Chord algorithm is used and the peers are Problem in terms of scalability is that in a large population
connected through the internet with varying end-to-end transprt  of peers, not every peer is able to know about the location of

delay. To guaranty real-time services, quantiles of the search every other peer. Moreover, virtual neighborhood relatiop
delay are analytically computed. The study also contains the i, the overlay network usually does not correspond to playsic
analysis of the scalability of the system, where the impact of the o
peer population on the search delay characteristic is investigated. proximity as well. . )
DHT based P2P algorithms like Chord [1] only need to store
the location ofO(log,(n)) other peers where is the number
Index Terms—P2P, Scalability, Chord, DHT, Performance, of p.eersl in the qverlay network. Thex are furthermore.able to
Delay Analysis retrieve information stored in the distributed network Ising
O(log,(n)) messages to other peers. This statement, however,
is very vague, since it only tells us the order of magnitude of
o i the search delay and does not provide us with sufficientldetai
In the last decade most Internet applications relied on 13§ search duration statistics. As a matter of fact the paysic
client-server architecture. However, a centralized SM@int jink delay strongly influences the performance of searches i
of failure did not prove robust and resilient enough to copszp gverlay network. The physical network behavior, howeve
with the growing demands of Internet users. As a consequeRgeyighly probabilistic. In this paper the impact of network
thereof, distributed systems, that do not rely on a centighjay variation on search times in DHT based P2P systems is
control entity came into existence. In a distributed peepeer e\ ajuated in more detail. The main goal is to prove scatgbili
(P2P) network each peer is considered equal. That is, €&th g very large Chord rings, to be able to guaranty certainityual
runs the same piece of software and performs exactly the saf&ervice demands in large peer populations. The enormous
tasks as any other peer in the network. complexity of such systems makes an evaluation by simuiatio
In order to build large networks like national or globah, packet level rather intractable. We therefore deduce an
telephone directories, the underlying mechanisms haveeto 4h,ytical performance model for real-time applicatioasdd
scalable. Therefore, scalability of P2P applications beean ,, the Chord algorithm. While the calculation of the mean of
md_ependent field of research. The first P2P networks eithfk search duration is quite straightforward, the comjanat
relied on a central server, did not scale to a large nUMREI e quantiles of the search duration is more complex. The
of nodes [12] or had the population of peers divided inig,antiles, however, have an important impact on the quefity
different groups of unequal responsibilities like, e.4.¢ 50 geryice experienced by the end user. Making some plausible

called superpeers in Kazaa [7]. Recently, however, the masly,mptions, we therefore calculate quantiles for the marxi
promising approaches started using distributed hash sablg 5 cn duration.

I. INTRODUCTION

(DHTS) to organize their P2P overlay networks. The paper is structured as follows. Section Il describes the
This work was partially founded by the European Commissiotiwithe concept Pf DHTs in .a Chord rng using a S|mple example. The
framework of the EuroNGI project. assumptions made in this paper are summarized and explained



in detail. In Section Ill the network model is introducede th shown in [1] the finger table of a peerconsists oD (log,(n))
distribution of the number of hops used in a search process atistinct entries whereby thieth entry in a peers finger table
the distribution of the search time are calculated accgiyin contains the identity of the first peer that succeedsown
A simple example as well as parametric studies considerihgsh-value by at leagf—! on the Chord ring. That is, peer
the search time variation are presented in Section IV. &ectiwith hash valueid, has its fingers atd, + 2¢~! for i =1 to

V finally summarizes and concludes the paper. log,(n). Figure 2 illustrates a simple example using a Chord-
[I. DISTRIBUTED HASH TABLES USING CHORD RING 1
STRUCTURES 16 2
15 3

Distributed hash tables (DHTSs) represent a decentralized
mechanism for associating different kinds of objects aretpe
with hash values. The most commonly used hash functions are 14 4
MD5 [14] and SHA1 [13]. A DHT is mainly used to distribute
peers and objects as uniformly as possible to the hash éunscti
codomain, i.e. the identifier space. The hash function maps 13
each peer (e.g. by using its IP address) and each object (e.g. S
by using the file itself) to a value in the identifier space. As c
be seen in Figure 1, a value is assigned to each peer and,object 6
in such a way that peers and objects intermix in the identifier 12
space. Each patrticipating peer is then responsible fohafie

Peer Space Object Space

Hash Function

10 4 8

(a) Fingertable of peer 1

16 | 2

IdentifierSpace 14

Fig. 1. Distributing peers and documents into the identifigaice using a
hash function

13

objects, whose hash values lie between the peers own hash
value and the hash value of the peer immediately preceding
the peer. In Figure 1 object, e.g. is hashed between peer

and its preceding peey. Information about object is thus 12

stored at peex. To cope with the boundaries of the identifier

space the identifier space is transformed into a circle i suc 11

a way that the hash values are ascending clockwise in the 7
evolving ring. This ring is called the Chord ring. Inforntati 10 9 8

about a document is thus stored at the first peer, whose hash

value succeeds the document’s hash value on the Chord ring. (b) Peer 1is looking up peer 12

For routing purposes a peer knows its immediate successor on

the ring. If a peer searches for a document, it will forwarel th Fig. 2. An example Chord-ring with 16 peers

query to its successor, which in turn will forward the quesy t

its own successor until the search hits the peer resporfsiblering consisting of 16 peers. As stated above peer 1 has a finger
the searched document. Once the responsible peer is faundglle of size log(16) = 4. As shown in Figure 2(a) the fingers
will transmit the answer directly to the originator, i.eetheer of peer 1 point t@(= 14-2'71), 3(= 1+2271), 5(= 1+2371)
seeking the information. As a peer need$n) messages to and9(= 1+ 24-1).

complete this kind of search, it also maintains a finger table To look up a document, peeris now able to send the query
i.e. a list of peers called fingers. These fingers are usedtasits finger, whose hash value most immediately precedes
shortcuts through the ring to speed up the search process.tie hash value of the document. If the finger is not able to



answer the search locally, it forwards the query accorglingl We distinguish betweeriy and T4, as the size (and
Otherwise, the search is finished and the finger directlymstu therefore the delay) of a search packet and an answer packet
the answer back to the searching peeFigure 2(b) shows a may be unequal. The answer might, e.g. consist of multiple
query of peer 1 looking up peer 12. The search is forwardedpgackets containing a detailed reply to the query.

peer 9, as peer 9 is peer 1's finger most immediately preceding

peer 12. Since peer 9 is not able to answer the search loc#llyComputation of Peer Distance Distribution

it recursively forwards the query to its finger at peer 11.
Again peer 11 is not able to answer the search locally a - .
forwards the query to peer 12, which is finally able to sen € peer distanceX.. It is nee_ded later on to analy_ze the
an answer back to the originator peer 1. This way queri gS'[I’IbU_tIOﬂ of t_he search d“fa"or?- On basis of ‘h‘? assiamgt

can be answered using(log,(n)) messages. This kind of made n Sec_tlon Il each peer Is Iooked up with the same
search is called recursive, since each peer participatintge probablht.y. Since a search is recursively forwarded to the
search forwards the query recursively to its closest fingsr. closest finger, we are able to calculate the ”””.‘F’er of hops
opposed to iterative queries, where each peer involveden trp]eeded to reach the peer, that answers a specific query. We

query reports back to the originator, recursive searchés Oﬁlenve_ the pr?b,ag'“typi - Pf(X :hi) that rt]he search(_arc:]
take about 0.6 times as long according to [11]. We therefoP&®" 1S e_xact y: hops away from the searching peer. ne
xt section deals with the special case of peer populations

concentrate on recursive lookups for the remainder of tigxt o
paper. of binary exponential size.

Since an evaluation by simulation on packet level is very 1) Special Case of Binary Exponential Peer Populations:
time-consuming for very large populations, we prove th€& provide an overview, we start with Chord rings whose
scalability of search queries in oversized Chord ringsanal size is a power of 2. In an overlay network of this specific
ically. In the next section we therefore deduce an analyticsize n = 2%, k = log,(n) is an integer and each peer
performance model making the following two assumptions:has k distinct fingers. The assumptions made in Section Il

« For the sake of simplicity we assume that each ﬁngglrovide that thei-th finger of a peerz is used for searches
entry of a peer always directly hits another peer. That ito" all peers whose corresponding hash values fall between
a peerz with hash valueid, has its fingers directly at [id: +2'~',id. +2' — 1] whereid. is the hash value of
id, 4+ 2'=1 for i = 1 to log,(n). peer z. Again this can be illustrated using the example in

« We assume a perfect hash function. That is, all pedrigure 2(a). In this context theti finger of peer 1, which
and documents are distributed uniformly in the identifid® Pointing to peer 9, is responsible for all peers between

space. Furthermore, each document is looked up with tie16] = [1+ 271,142 —1]. o
same probability independent of its location on the ring. Taking this into account, we construct Table | consisting of

In other words, each peer will be responsible for the sarfRH" columns. The first column represents the peer distance

number of documents and therefore each peer will answér 1he second column states the number of hbpseeded
the same number of queries. to complete a search. In the case ¥f = 0 the searched

document lies in the same peer. A search answered locally
likewise requires 0 hops. To complete a search answered by
[1l. DELAY ANALYSIS a peer that isX > 0 hops away, however, we nee€d hops
to reach that peer and one additional hop to send the answer
In thIS SeCtIOH the delay dIStI‘IbutIOI’] function, |e th%ack to the Originator_ A|togetheK + 1 hops are needed to
time needed to complete a search in a Chord ring, will Bgrform this kind of search. Column 4 finally describes the
analyzed. Since the physical path delay strongly influencggdom variablel’ representing the time needed to complete
the performance of searches in DHT based P2P systems, 4ligh searches by adding times the delay of a forwarded
impact of network delay variation is taken into consid@nati query packet plus the time needed to transmit the answer back
as well. We use the following random variables: to the originator. The probability; = P(X = i) in column 3
Ty: describes the delay of a query packet, which is transferrisdgoverned by the following theorem:
from one peer to a successor peer

y this section we compute the probability distribution of

T4: represents the time needed to transmit the answer fro Theorem: The probability that the searched peer is exactly
A thg eer (having the answer) back to the originator zrﬂops away from the searching peer in a Chord ring of 8fze
P 9 9 (and thus with log(2*) = k fingers) with symmetric search

T describes the total search duration . - .
oo . space and uniformly distributed keys is

X: indicates how many times a query has to be forwardeg y y(k)

[

until it reaches the peer having the answ&r.will be )
denoted as the peer distance 2k

H: number of overlay hops needed to complete a search, i.eThe proof can be found in the Appendix. The assumptions
the number of forwards of the query plus one hop for thegarding the symmetric search space and the uniformly dis-
transmission of the answer tributed keys assure that each peer will be looked up with the

n: size of the Chord-ring same probability.

pi=P(X =i) =



TABLE |

2F=1 peers, the second part including the remaining peers.
PEER DISTANCE DISTRIBUTION AND SEARCH TIME

In conjunction with the preceding theorem we conclude the

X Ll P()E.;Z'L) search timel following corollary, calculating the numbef, (i) of peers in
0 0 po = 70, 0 a Chord ring of arbitrary size that arei hops away from the
1 2 O G ) Tt Ty searching peet:
loga () . .
2 3 p2 = ( 92721 ) Ta+Tn + Ty Corallary: The numberf, (i) of peers in a chord ring of
‘ : arbitrary sizen (and therefore witt{log,(n)] distinct fingers)
<;0g2(n>) ‘ that arei hops away from the searching peer is:
[ i+1 pi=—1 Ta+Yi TN
loga () s
logy(n) | 1093(n) + 1 | Prog,(n) = w Ta + Efgjl(n) Tn (1) Jif n=2F

fn(Z) = (k:l) + f’n_2k71(7j — 1),

; : if 2k—1 ok
2) Arbitrary Number of Peers. So far we considered the ! sns

special case of a binary exponential peer population. We novhe corollary exploits the fact that there are no changesen t
extend the model to an arbitrary number of peers and keep the ; f the firsph—1 dt ind dent
assumptions made in Section Il. In a Chord ring of arbitral ructure ot the 1irs peers compared fo an independen

sizen we havek = [log,(n)] distinct fingers. That is, a Chord ho(;ddrifng of SiZﬁQk% anddr%cutrﬁivialytcfalcuIatsstth;;eqps;h
ring of this size maintains just as many different fingers as'geded for searches covered by the fast inger. Note n
Chord ring of sizem — 2*, the next largest power of 2, Since'ecursive calculation we have to subtract one hop needed to

we are assuming serially numbered peers, ittte finger of reach th? re_sponsit_)lt_a finger. Fi_nally to getin the arbitrary
a peerz still points to the same peetl, + 2¢~1 for i = 1 case,f, (i) will be divided by, i.e.

to [log,(n)]. In other words we can compare Chord rings of fn(d)
arbitrary sizen to Chord rings of binary exponential size, pi=— =
except thatn — n peers are missing between the last finger
and the searching peer itself.
B. Search Delay Analysis
12 As a result of the last section we now know the peer distance

distribution X. From this we derive the length in hops of
the path a particular search-query takes through the nktwor
We also know the probability; that a search takes exactly
this path. Using these basic relations we can compute the
distribution of the search delay as a function of the network
delay characteristics. First, the basic relations in oudeho
are illustrated followed by the direct computation of theame
and the variation of the search duration. Section IV present
some parameter studies to exemplify how the coefficient of
variation of the network transmission delay influences the
search duration.

Po
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Fig. 3. Finger-table of peer 1 in a 12 peer Chord ring

Figure 3 illustrates this issue for a Chord ring of size 12.
The figure resembles Figure 2(a) insofar as searches fos peer
1 to 8 originating at peer 1 still require the same number
of hops. The only difference is that the last finger pointing
to peer 9 is now covering less peers and is thus responsible
for less searches. On account of this, we divide a Chord
ring of arbitrary size into two parts to calculate the peer
distance distributionX. The first part consisting of the first Fig. 4. Phase diagram of the search duraffon
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The phase diagram of the search delay is depicted

Figure 4. A particular path is chosen with probabilityp;

where phase consists ofi network transmissiongy to _ | ’

forward the query to the closest known finger and one netwa !:z

transmissior?’4 to send the answer back to the searching pec ¢ 1

By means of the phase diagram, the generating function & >

the Laplace-Transform respectively can be derived to co © s 1

with the case of discrete-time or continuous-time netwmg

transfer delay. 4 1
The mean and the coefficient of variation of the search del

are such:

mean searc

E[T] = Zpi BTk =]
k
= pi- (E[Ta] +i- (E[TN]))

i=1

10 10‘00 20‘00 30‘00 40‘00 5(;00 6(;00 7(;00 B(;OO 90‘00 10000
k Chord size n
B[T*) =) pi- E[T?k =]
im1 Fig. 5. Impact of the Chord size on the mean search delay
k
= " pi- (VAR[TA] +i- VAR[Tx]
i=1 Once the size of the population crosses the next power of 2,

+ (E[Ta] + i E[Tn])?) the finger table of each peer grows by one entry. Thus, the

and mean search duration slightly decreases at this point.

E[T?] — E[T)? 2
E[T)?

IV. NUMERICAL RESULTS . |
In this chapter we present numerical results to illustra >
the dependency of the search duration on the variation of i@ * c, =2 i

2
Cr =

CoV cT

network transfer delay and to give insight into the scaifgbil E 08

of the Chord-based file sharing mechanism. First we will shc %

the mean and the coefficient of variation of the search dur

tion. Subsequently, the shape of the search delay distibut 04

function will be discussed, followed by the quantile anays

i.e. the guaranty that percent of searches will need less tha

t SecondS 00 100 200 300 400 500 600 700 800
Regarding the results in this section, the del@y is Chord size n

assumed to be identical to the delBy. To unify the following

parametric study the dela¥y is further modeled by means  Fig. 6. Search delay variation as a function of the peer fdjou

of a two-parameter negative-binomially distributed ramdo

variable. If not stated otherwise, the coefficient of vaoiat ~ The coefficient of variatiorcr of the search delay’ is

cry Of Ty is set to 1 and the meaB[Ty] of Ty is set to depicted in Fig. 6 as a function of the peer population,

50ms, since 50ms is the value assumed in the original Chded different transmission delay coefficients of variatidrhe

Paper [1]. Furthermore, we divide the obtained results byriation of the search duration increases with . However,

E[T] where appropriate to obtain more general conclusiorisdecreases as the Chord size increases, due to the imgeasi
Figure 5 shows the mean search delay as a function of th@mber of hops needed in larger Chord populations.

size of the Chord ring. We can observe that the search delaylhis effect is also illustrated in Fig. 7, where the depemgen

rapidly increases at smaller values of n, but stays moderafecr on cr, is analyzed. Again it can be seen that is

for very large peer populations. The curve is not strictigmaller thancy, . The size of the Chord population itself has

monotonically increasing as expected since a small deereascomparatively small effect osy,, .

can be seen when the populatienjust exceeds a binary In Figures 8 and 9 we study the dependence of the entire

exponential valu€?. This effect can be explained as followsdistribution function of the search delay on the networkraty




n= 1000
e | 107" E
bS] n= 10000
c
o n= 100000
=
8 n= 1000000 02l |
S
g o=
= A
2 T
s i
9 10
o 1
=
)
o) .
O ] 10 |
0% 05 1 15 2 25 3 35 ‘ ‘
’ .- . . . - - 0 5 10 15 25 30 35
Coefficient of variation of TN t/ E[TNT
Fig. 7. Dependency afr on cry Fig. 9. Distribution function of search delay

10° 25

0.9999-quantile

20

=
=
L
~
©
102h % 151 0.99—-quantile
= S
A ]
E E\ 0.95-quantile
10 b
10°F %
K
o
3]
mean
ol c, = 05 1 15 2 3 s ]

L L L L L L L L L
I I I I I 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

30 40 50 60 1
Ny E[TN] Chord size n
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as a parameter. For example the curve with the 99%-quantile

variationcr, and the peer populatiom, respectively. The size indicates that 99 percent of search durations lie below that
of the peer population in Figure 8 is set 10° peers. As curve. For a peer population of, e.g., n=3000 in 99 percent
expected, the probability that a search takes longer iseseaof all cases the search delay is less then roughly 15 times
together with the coefficient of variation of the networlelaty the average network latency. It can be seen that the curves
cry - The curves in Figure 8 intersect as they share the samelicate bounds of the search delay, which can be used for
meanE[T| but have different coefficients of variation,.  dimensioning purposes, e.g. to know the quality of service i

Figure 9 proves the scalability of the search delay. By search process with real-time constraints like looking at
increasing the size of the Chord ring froi®? peers to phone directory, taking into account the patience of thesuse
10° peers the search delay distribution does not escal@empared to the mean of the search delay the quantiles of
exponentially but increases by a linear factor. The chos#re search delay are on a significantly higher level. Stdl th
values ofn correspond approximately to current file sharingearch delay scales in an analogous manner for the search
networks like the edonkey network. delay quantiles.

Figures 10 and 11 depict the quantile of the search dElay Figure 11 depicts the 99%-quantile of the search delay,
In Figure 10 different quantiles for the search delay arertakagain with the coefficient of variation dfy as a parameter.
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APPENDIX

-
— /\—F// CTN -2 ili i )
= 20 | A 1 Theorem: The probability that the searched peer is exactly
) /1 hops away from the searching peer in a Chord ring of 8fze
S / (and thus with log(2*) = k fingers) with symmetric search
S = 1 space and uniformly distributed keys is

I —
8 el LR )
8 M R pi=PX =i)=F
g w | +——c, =05
S [_,r‘" § Proof: We argue by induction.
g . |
o Basis:

Fork = 0, in a ring with2° = 1 node, there is exactly = (8)
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ node, that is 0 hops away from the only peerTherefore

0
0 100 200 300 400 500 600 700 800 900 1000

0
Chord size n Po = (2%
For & = 1, in a ring with 2! = 2 nodes, there is exactly
1= ((1)2 node, that is 0 hops away from peerand exactly
1= E}g node, that is 1 hop away from peer Therefore
There are five vertical lines ai=512, 256, 128, 64, and 32 top, = 32
point out the previously mentioned oscillationsnat 2°. The
larger ¢, we chose, i.e. the more variation there is in th
network delay, the larger is the 99%-quantile of the sear
duration. It is therefore more difficult to guaranty Service
Level Agreements in networks with larger delay variation.

Time outs, e.g. have to be set to higher values accordingl QUctlon step: .
rove the theorem is also true fbr+ 1

To calculate the number of peers that ateops away from a
V. CONCLUSION AND OUTLOOK peerz in a chord ring of size**!, we divide the chord ring
into two parts consisting of the fir@&¥ and the lase* peers
A file sharing system based on the Chord algorithm respectively. We then calculate the number of peers that are
considered in this paper. It is assumed to form the badiops away from peet in those two parts of the original ring
architecture for services like distributed directory sbawith and simply add those two numbers up.
real-time requirements. We compute the entire distriloutio . o
function of the search delay as seen from a user entering ‘5t 2]? nodes: In a chord ring of sizet+! a peerz has
search query to a peer in the Chord ring. Numerical resufts™ 1 flngers..The fl_rstk fingers are responsible fqr the first
are used to illustrate the dependence of the search duratior?” "0des. By induction hypothesis there are exa@!)/peers
the variation of the network transfer delay and to analyze tif'at are i hops away from peerin this part of the ring.
scalability of the Chord-based file sharing mechanism. Th

) C e . Last2* nodes: Thek + 1)-th finger covers the remaini
analysis also gives insight into the quantiles of the sear% ek +1) g v inirg

. . o ers in the original chord ring. By induction hypothesisréh
delay, which can be used for system dimensioning purpos =S exactly(k) peers that are m hops away from ttie1)-th
Recent Chord implementations apply proximity neighbqf s

i . nger in this part of the ring. Since thg + 1)-th finger is
selection [2] to decrease the latency by choosing nodesbyleaé gctly 1 hoppaway from pegr there arr(e(."’ ))peers ?n this
a finger whose round trip time is smaller. They are us j i-l

. . rt of the ring that are hops away from peet (one hop to
as routing table gntrles to decrgase the IOO.kUp Iatengy.eﬂ&ch the finger-peer arid- 1 hops to reach the corresponding
future work we will analyze the impact of this mechanis

. ) eer).
on the absolute time needed to complete a search in a Ch r(? )
based P2P-overlay network. The general shape of the curg@g&gether there aré’f)Jr(i’fl) = (’@erl) peers that are exactly
presented in Section IV, however, is expected to remajnhops away from peer. Since there are**! peers the
unchanged. probabilitykthat another peer is exacilyhops away from peer
+1
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and Keniji Leibnitz for the helps and discussions during thtbat the theorem holds for all possible cases, i.e., in acchor
course of this work. ring of sizen = 2 the probability that the searched peer is



exactly: hops away from the searching peers exactly the same peers as in equation 1 where the peer ids

(@) were numbered serially. In the special case of 2* the proof

2’—k can thus be extended to non-contiguous peer ids. Whether the
above also holds in the arbitrary case is subject of further
study.

Note that the proof of this theorem as well as the corollary in

Section Il are based on serially numbered peer ids. That is,

in a chord ring of size: the peer ids are numberéd?2, ..., n,

such that peer numberhasid, = z. In a real chord ring of [1] lon Stoica et al.,Chord: A Scalable Peer-to-peer Lookup Service for

pi =
|
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