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Abstract: Traditional network management has to cope with the disadvantages that
come along with a central management unit. In this paper we present a framework
for distributed network management using a p2p overlay network consisting of several
Distributed Network Agents. The framework provides a reliable and scalable basis for
distributed test, like e.g. the identification of performance degradation in IPnetworks
using throughput statistics. The framework is not intended to replace the central net-
work manager, but rather to support it in surveying the status of the corresponding
network.

1 Introduction

IP networks have become highly complex in implementing firm Quality-of-Service (QoS)
characteristics and high reliability features. In order tofacilitate a cost efficient operation
of these networks, the future control mechanisms have to be realized in a moreautonomous
way than in today’s networks. The concept ofAutomonic Computing (AC)has recently
gained tremendous attention in the industry [1, 2, 3]. Autonomic Computing is an ap-
proach towards self-managed computing systems with a minimum of human interference,
that comprises four functional domains: self-configuration, self-optimization, self-healing,
and self-protection. In this paper we take the concept of Autonomic Computing and ex-
tend the idea toAutonomic Networks, i.e. to autonomously operating networking systems
such as LANs and WANs. The goal is to have an overlay network ofDistributed Network
Agents (DNAs)for distributed network management. The remainder of this paper is struc-
tured as follows. In Section 2 we give an answer to the question why a central device does
not suffice for today’s network management. Section 3 introduces the DNA framework
and Section 4 presents some possible applications of our p2p-based framework. Section 5
finally concludes the paper and gives an outlook to future work.

2 Why not use a Central Network Manager?

When creating a framework for distributed network management the question of why we
are not simply using a central network manager, like e.g. IBM’s Tivoli or HP Openview, is
inevitable. In this section we therefore summarize the three most important disadvantages
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that come along with a central manager. We will show later that these problems can be
solved by our framework.

The most obvious disadvantage of a central network manager is its property of a single
point of failure. Once the single central monitoring unit and its possible redundant backup
fail, the network will lose its control entity and will be without surveillance. The same
problem could, e.g., be caused by a distributed denial of service attack. That is, the func-
tionality of the entire network management depends on the functionality of a single central
unit.

Another disadvantage is the fact that network management based on a single unit does not
scale to larger networks. On the one hand the number of hosts that can be monitored at a
given time is limited by the bandwidth and the processing power of the central monitoring
unit. On the other hand there is a growing number of services that has to be monitored on
each host due to the diversity of services that emerge duringthe evolution of the Internet.

The third disadvantage we would like to mention is the limited view of the central mon-
itoring unit. While a central network manager is able to monitor, e.g., client A and the
webserver, it has no means of knowing the current status of the connection between the
monitored devices themselves. That is, the part of the network that can be monitored by
a single unit has the shape of a star as shown in Figure 1. Thereis no way for the central
unit to probe the state of the connection between the edges ofthis star. The status of the
corresponding link remains unknown to the central manager.
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Figure 1: A simplified presentation of a network.
The central network manager has a limited view
on the surveyed network.
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Figure 2: Clients running the DNA extend the
view of the network and offer new applications
like temporary rerouting or proxy functions.

3 The Distributed Network Agent

In this section we introduce our framework for distributed network management. The
Distributed Network Agent (DNA) is a software client running on a host, a server or any
other active component of a network. Since the majority of all reported network failures
is indeed caused by local problems, the DNA is divided into two phases:



• Phase 1: Local Tests

• Phase 2: Distributed Tests

The two phases will be explained in detail in the following two subsections.

3.1 Phase 1: Local Tests

Before a DNA takes part in managing the network, it tries to rule out the possibility of
local errors. This is done by a set of tests that are performedon the local host. These tests
can be divided into three classes: Hardware, Local Configuration, and Network Connec-
tivity. Possible tests concerning the hardware are, e.g., the verification of the status of the
network interface card or the status of the physical connection to the network itself. Tests
dealing with the local configuration include DNS and IP configuration, possible errors in
the routing table, log files, and the like. The network connectivity can, e.g., be tested by
pinging the local IP or some well known hosts. When the local integrity is ensured the
DNA can join the overlay network in phase 2.

3.2 Phase 2: Distributed Tests

We use a virtual overlay network as a basis for our distributed framework. The main
purpose of the overlay network is to keep the participating DNAs connected in such a way
that each DNA has the possibility to find any other DNA in reasonable time. Thereby it
is irrelevant, whether the underlying physical network is awired or a wireless solution.
It can even be a mixture of both. What is important, however, isthe number of overlay
connections a DNA has to maintain to keep the overlay connected and of course the time
needed to find another random DNA. Both problems can be solvedusing a distributed
hash table (DHT). Chord [7], Pastry [5], CAN [6] and Kademlia[8] are scalable P2P
based realizations of a DHT that do not rely on a single point of failure. All of them
are furthermore able to retrieve information from the DHT using O(log(n)) overlay hops,
while only maintaining connections toO(log(n)) other peers in a network of sizen. We
chose Kademlia as a basis for our overlay network for numerous reasons that go beyond
the scope of this paper. The important thing is, that we are able to locate other DNAs
in reasonable time, while having a negligible risk of losingthe structure of the overlay
network. Moreover, instead of having to add a new component to the network by hand,
new DNAs can automatically be added to the network in a plug and play manner using the
Kademlia join algorithm. In the next section we discuss somepossible applications of our
framework.

4 Areas of application

Once the DNAs have joined the overlay network, they provide afeature rich basis for dis-
tributed network tests as shown in Figure 2. One possible application is a pinpoint module
intended to locate faulty links or bottlenecks in the network by letting the DNAs ping each
other. This could as well be done using throughput statistics as shown in [4]. Further-
more the DNAs can use each other as temporary proxies with different functionality. If



one DNA, e.g., loses its DNS server, it could ask another DNA to temporarily resolve its
DNS-queries. It would even be possible to build a temporary routing table on application
level to circumvent bottlenecks in the physical network or to establish load balancing. Due
to the extended view of the network the DNAs could also be usedfor network tomography.
To prove the feasibility of these applications we will integrate the corresponding modules
into our prototype.

5 Conclusion

In this short paper we outlined the framework of the Distributed Network Agent (DNA)
and sketched different possible ways of how to use this framework for distributed network
management. We implemented a prototype of the DNA in .NET with a communication
interface based on Kademlia. We realized local tests, as well as distributed ping tests,
a bandwidth measurement tool and a temporary DNS proxy. The framework can easily
be extended with additional test modules. In future work we will make measurements to
evaluate the overhead needed to maintain the overlay network and prove the scalability
and efficiency of our prototype by simulation.
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