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ABSTRACT only be applied to the dedicated systems. Other
approachus [1-4] deal with more system—

Besides of queueing system analysis and system
simulations, the enviroument simulation provides
a realistic test technique for communication
systems. In this paper the concept of a
universal environment sim:lator 1is presented,
whereby realistic customer behaviour as well as
subscribec-system interaction are considered.
Implementation and performance aspects are
discussed. The simulator is implemenced by means
of a multiprocessor structure operating in a
function sharing mode according to a distribuc
control strategy. The Universal Envircnment §
ulatcr UNES provides a tool to
switching system performance, e.g.
capacity under designed load as
overload , or the effeccivity of overioad
strategies. The performance of the
simulator itseif is investigated using a queucing
network model, where system characteristics like
message transfer or message clreulaticn delay
caused by the simulator are discussed.
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l. A UNIVERSAL ENVIRONMENT SIMULATOR CONCEPT

During the past decade, a number of digital,
stored program controlled (SPC) switching systems
have been developed and introduced, which replace

the electromechanical system generation. This
tendency can also be recognized In current
developments of private automatic branch

In accordance with advances
software methodologies, the
architectural complexity of this systenn
generation 1increases rapidly. As a consequence,
more powerful performance investigaticn methods
are required in order to support the system
design and to ensure a proper system performance.

exchianges (PABX's).
in hardware and

Fig.l illustrates a systematical overview of
variocus established performance cevaluation
methods, where the importance of system simula-
tions can be clearly recognized. Opposite to the
two model oriented and queueing system oriented
simulation levels with different degrees of
abstraction and complexity, the environment simu-
lation provides the most realistic test technique
for telecommunication systems.

In the literature a number of environment simula-

tors have been presented. Most of them are
designed for specific systems to be tested
[5-10]. Thus, they are system-dependent and can

they are designed for use
a relatively small nuwber of
of known enviromment simula-

independent concepts;
in simulations of
subscribers.

tors do net take iunto account the dependency of

behaviour on  system reactions
repeated attenmpts, sub-
well as

the subscriber
(feedhack
scriber impatience, cta.) as
er-system interactions.

efitects, e.2.
subscribh-

in this paper the concept he universal envi-
£ t  simulator UNES be presented. The
S tor is  designed  fo ¢lephone  switcehing

tor ap  to  one sand counected sub-
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ticn to an arbitvary swite
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and the comnunica-
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g system is realized

by an inrerface  which i3 independent  of  the
Carzel  system. fhe random subscriber behaviour

is describad ia cerms of arbitrarily choscen dis—

tribution runctions and includes also real-time
system reactions. Therefore, realistic system
loads, which mode 1 stationary as well as
nonstationary over load conditions, can be
generated and cffered to the system for test
PULPOSES. In order to characterize and to
simulate overlecad traffic streams, e.g. for per-—
formance investigations of overload control

mechanisms, the offered tratffic can be realized
by means of short-term, nonstationary load
patterns  (c.f.  [12]), whereby realistic effects
like repeated attempt phencmena can be taken into
account.
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The main features of the developed universal en-
vironment simulator will be briefly outlined.
The subscriber behaviour is modelled and
specified in the form of a SDL diagram (SDL:
CCITT Functional Specification and Description
Language) and 1is embedded in a multiprocessor
structure environment. Thus, the subscriber
behaviour model is programmable depending on the
desired application. The interface to the target
system, 1i.e. the switching system to be tested,
is designed in a system—independent manner,
represented by a set of telephonic events in
conjunction with a messaging system.

In order to generate the random subscriber re-
actions, e.g. to simulate effects like dialling
before dial tone conditions, incompleted di-
aliing, call abandonments, subscriber impatience,
etc., a large number of programmable distribution
function types by means of a hardware random
number generator are provided.

2., SYSTEM DESCRIPTION
2.1 System Overview

The functional structure and the software hier-
archy of the environment simulator UNES are il-
lustrated in Figs. 2 and 3, respectively. The
simulator consists of three functional modules :

- System Control Module (scM)
~ Subscriber Behaviour Module (SBM)
- Target System Interface (TSI).

The simulator modules are implemented by means of
microprocessor—based control units. Intermodule
communication is done by message 1interchanging
via the system bus.

P scM

2.1.1 System Control Module (SCM)

The System Control Module supervises the whole
activities of the environment simulator. It will
be distinguished between the configuration phase

and the simulation phase. During the configura-—
tion phase, the environment simulator can be
accessed and programmed by the user on the SCM.
The configuration data to be stored can be either
entered interactively through the man machine
interface or loaded from mass storage or host
computers. These data are subdivided into
program parts for the modules TSI and SBM and
tables, which are dedicated for use in the Random
Number Generator (RNG), Message Transformer (MTR)
and Subsecriber Finite State Machines (FSM).
During the simulation phase, the Simulation
Control (SIC) monitors the system activities,
starts and stops simulation runs by acti-
vating/deactivating the SBM and accepts messages
from the SBM for measurement and statistic
purposes. Messages from the SBM can be stored in
a trace buffer or saved simultaneously in mass
storage and host computer.

2.1.2 Subscriber Behaviour Module (SBM)

The main function of the Subscriber Behaviour
Module is to model the designed number of sub-
scribers and trunks connected to the system. It
generates telephonic events (e.g., off-hook,
on-hook, digits, etc.) for the simulated sub-

scriber groups according to subscriber behaviour
models and the reactions of the system to be
tested.

The module controls also the signalling
activities to the TSI during the simulation

phase. Messages generated by a simulated sub-
scriber are transmitted to the TSI and messages
from the Target System (TAS), received via the
TSI, are directed to the addressed subscriber,
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e.g. to the appropriate FSM. The FSM accepts
the message and stops the current subscriber-
individual software timer by sending out a
stop-timer message to the Timer Handler (THD).
In order to model a subscriber 1in conjunction
with his individual behavioural timing properties
(impatience interval, wait for reattempt time,
interdigit intervals, etc.), a software-timer is
allocated to each simulated subscriber process,
controiled by the THD. The subscriber process,
which defines the behaviour of the subscriber in
detail, 1is described by means of finite state
machines in the form of SDL diagrams containing
random branching probabilities aund subscriber-
oriented timer length distribution tunctions.

The Random Number Generator (RNG) is implemented
by means of a multiplicative congruential random
aumber generator providing uniformly distributed
random variates in the interval (O,1] (c.r.
{13]) in conjunction with a table-driven
distribution function transformer. The trans-
tformer, which contains the desired and
programmable distribution function types, inverts
the uniformly distributed raandom numbers into
required random numbers according to predefined
distribution functions. Based on random numbers
obtained from the vrandom number geaerator, the

fSM determines  the action to  be done. This
action can  be either an immediate or a delayed
reaction from the subscriber to the test

switching system. In  the case of an immec

age  to ot

reaction, the corresponding mes:
will be sent. Otherwise, the delay is rea :
software—timer

by starting an appropriate
according to the corresponding random variable
with a given distribution function. At the

timeout epoch, the TID will inform the FSM by
messaging. Based on the current state and on the
obtained random numbers, the FSM sends a message
to the TAS and plans the next subscriber action
by starting the software timer. These facts will
lead to decomposition and branching of messages,
which will be modelled in detail in scction 3.

Inside of the FSM, each subscriber or trunk is
represented by an individual random-driven
process. The actual state of a "process is
located in the individual data area of the simu-
lated subscriber, where references to the
specific data for a subscriber-type (e.g.,
behaviour-oriented time periods, probabilities
for actions/reactions, facilities, etc.) are also
stored,

2.1.3 Target System Interface (TST)

The Target System Interface controls the communi-
cation with the Target System (TAS) connected to
the environment simulator. Functionally, it con-
sists of a Message Transtormer (MTR), which
transforms the message alphabets (e.g., coding
and  nuubering of subscribers, digits, etc.) used
internally in the simulator and in the test
On the other hand, the TSI has to per-—
form the (low control function. On the physical
Tevel the transmission of messages on the
bidirectional data link is protected by parity-
and timeout—-mechanisms. In the case of a
transmission error, the simulation is stopped and
the actual state of the entire configuration is
frozen.  In order to enable more accurate meas-
urements  of  message  delay and system reaction
the TST is allowed to report the sending
ceiving instants of messages to the system
podule through the  subscriber  behaviour

system,

control

srarchnyv
Hased on the functional structure described
above, the software structure of the environment
simulator is built up in three levels (Fig.3).
Level 1, represented by the SCM, includes the
software tor the overall system control and
statistic evaluations. By entering the configu-
ration phase, level 1 takes control over the
whole system and initiates directly the data and
program areas of levels 2 and 3, which stand for
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the SBM and TSI, respectively. During the con-
figuration phase, the operating control units of
SBM and TSI are deactivated. This enables
level 1 to address the local program/data storage
of levels 2 and 3 directly as data area.

During the simulation phase, there is no direct
access to the local storage areas of levels 1, 2
and 3. By starting a simulation run, levels 2
and 3 will be activated and the interlevel
communication has to be executed via message
interchanging. Level 1 deactivates its overall
system control, activates its statistic
evaluation task and transfers the control over
the system and messaging processes to level 2.
Additionally, level 2 supervises the individual
subscriber processes realized as Finite State
Machines (FSM) in accordance with their
appropriate data and program areas. The simula-
ted subscribers are divided into groups of sub-
scriber type (numbered from ! to i, c.f. Fig.
3); each subscriber type represents a particular
behavioural environment (telephone lines, trunk
groups, subscribers with extended facilities,

etc.) with their different attributes. The
actual state of a subscriber and his attributes
are stored in a Call Control Record (CCR). The

states, their transitions and their attributes
are linked together to form a universal software
interface wup to level I, which is provided to
simulator users.

Thus, a desired subscriber type behaviour can be
programmed in terms of state transition diagrams,
which consist of bhehaviour—-dependent branching
probabilities, random variables for timer periods
in conjunction with programmable distribution
functions. The simulation of the time-dependent
and random-driven subscriber behaviour gets
assistance of 1level 3. This level includes the
Timer Handler (THD), the Random Number Generator
(RNG) and the Target System lauterface (TSI). For
the definition of a subscriber reaction, the FSM
requests and receives random numbers from the
RNG. Actions initiated by subscriber processes
(in terms of timeouts) are predefined by the FSM
by starting the dedicated software timer. Since
there is always a subscriber action planned for
the future, the subscriber-individual sottware
timers are always active. The determination of a
timeout event is based on the simulation time
supervised by the THD. The whole message flow
between the three software levels during a simu-
lation run is controlled by the FSM.

In order to estimate the performance of the
described environment simulator, the functional
modules and the messaging structure will be
considered and mapped into a queueing model. The
detailed model and {its investigation are the
subject of the next section.

3. PERFORMANCE OF THE ENVIRONMENT SIMULATOR

In order to estimate the performance and the max-—
imum call throughput capacity of the environment
simulator UNES, a detailed queueing model is
developed, which will be investigated by means of
computer simulations. In the model, both traffic
levels, the call 1level and the message level
(subcalls, telephonic events [l1, 12]), are taken
into account.
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3.1 Model Description

The detailed model of UNES is depicted in Fig. 4
in the form of a queueing network. In the
following, the model components will be briefly
described.

3.1.1 Server Stations

The server stations correspond to the functional
units presented in section 2. The timer handler
control unit is modelled by the server station TM
(Timer Manager), which is connected to the multi-
server group of subscriber processes. This
server group consisting of n servers stands for
the subscriber—individual software timers as
described in section 2.1.2. The departure
process of this server group forms the timeout
message tratfic, which initiates subscriber
activities.

The server station SB represents the message
handling activities corresponding to the state
transitions of the subscriber behaviour in  the
FSM.

The server IC models the control unit of the TSI
module, which supervises the transfer protocol of
telephonic messages to the target system as well
as the intermodule communication towards the SBM.



The reaction time of the test system is
approximately described by means of the server
TA.

3.1.2 Traffic Sources

Since the queueing system is a closed queueing
network, there exist no external traffic sources.
However, due to the splitting of messages atter
being served in the subscriber behiaviour moduie,
message generation in the sense of a branchiog
process is taken into account.

At the message splitting node (c.t. Fig. 4,

depending on the origination i (i=1,2 for queues
Rl

,/ respectively) and the d ination j  (j=1,2,3
server stations TM, S{C and IC), & message
coming from i wiil generate a group of messages

of  size gij routed to the destination j with the

prebability a according to the group size
matvix J
N\
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Censidering  the message tratffic gencrated by
subscribers  during the set—up phase, the conver—
sation phase awd the releasing phase ot a  call,
the message trattic penerated by a particular
subscriber is modelled by means of an interrupted
Poisson ¥ 114})} the
corresponds to the call

process (revy, c.
"on'"-phase of the proces

set-up phase, the "orf"-phase stands ior the
conversation and the idle phases of tlie
considered subscriber. Thus, the intermessage

intervals of a subscriber, which are approximated
by the timer period lengths, is described in the
model by the random variahle Tq“,. In gencral,
TSU is assumed to be distribﬁ?ud in accordance
w]tﬁ the interarrival time distribution ot a
generalized interrupted Poisson process [14] By
the choice of Markovian ‘'on'- and "ofr'"-phases
for the IPP process, T, follows a Z2nd-order
hyperexponential distribution function.

3.1.3 Traific Flows

Timeout messages, which represent subscriber-
oriented telephonic events to be handled with,
are offered to queue 1 and subsequently served by
the timer manager. After service in the TY
station, messages will wait in queue 2 for the
next polling instant initiated by the subscriber
behaviour control unit SB. Reaching ¢

splitting node, the observed message originating
from queue 2 will branch into three messages, one
for each direction towards the TM, SIC and iC
servers, as described with the matrix noctation
above.

he  message

The subsequent message offcred to quaue 3
corresponds to another start-timer message, while
the message representing the telephonic event to
be transmitted to the target system will wait tor
transmission in queue 4. Since every activity
inside level 2 has to be reported to the SIC, a

subsequent message must be generated and sent to
the module SCM,

A message received from the target system will be
processed in  the server station IC (Interface
Control Uanit) aund subsequently waits to be polled

in queue 7. Based on the current state of the
addressed  subscriber process, the branching

procedure wiil take place after service in SB,

according te eqas.  (3.1) and (3.2).

Messages with origination queue 7 and destination
server 1M will leave the system after service in
M. Messapes  sent to  the simulation  control

module will not further affect the model.

3,104 Server Scheduling

The server stations operate according to the
following s

i) Serv

while qiletl
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stive service  in conjunc-
mechanism is applicd.

cvive s dmplemented  for
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3.1.5  Target System Modelling

The target system, i.e. the switching system to
be tested is modelled by means of a single server
station with the service time TTA , which can be
thought of as  the reaction time of the test
system.  After being processed in  the switching
system, a system reaction upon a message will be
created and sent back to the simulator with the
probability qa,-

The Target Sy

adequately mod !

‘m Model can be  changed Lo
target system
structures, e.g., using an infinite server model,

specitic

or a4 wore complex queucing network,

3,2 Results and Discussion
Simulation is provided to determine the delays of
messages whiereby the tollowing delays are

considered (c.i. Fig. &)

[ Tnput delay @
1 . . . B - :
Receiving and recognizing delay of input
sapes, l.c. system reactions, caused

the  message processing structure  in

b This delay is accounted from the
receive iustant at  TC until the depar—
ture time in server SB.

’ Output delay @

Sending delay  for messages to be trans—

mitted to the target system. This delay

is accounted from the departure instant

in the subscriber process until the com=—

pletion instant of the transmission at

server 1C,

,UUT



TCIR Circulation delay :

Time interval from the timeout occurance
of a subscriber process until the next
timer of the considered process is acti-
vated. This turn—-around time is measured
by observing a message from departure
instant in the subscriber process server
group (timeout), via the following model
components: queue 1, server TM, queue 2,
server SB, queue 3, server TM.

3.2.1 Simulation Parameters

In order to estimate the performance limitations
of UNES, the parameters of the model shown in
Fig. &4 will be chosen in the following for
worst—case considerations. Thus, all service
phases, which are likely to have coefficient of
variations less than wunity (i.e. rather have
deterministic or hypoexponential distribution),
are assumed to be of Markovian type with means of
one millisecond. In the simulative
investigations presented below, the probabilities
are chosen as q1=0.5 and q2=0.75. Due to
observations done in test systems, the target
system reaction time is modelled to be negative
exponentially distributed with mean 50msec.

The random variable TSU for server processes
follows a hyperexponén?ial distribution of 2nd
order. In con junction with the standard
balancing equation for this type of distribution
function, T.,, is determined by the mean E[T ]
) s v?%B ) Co e SUB
and the coefficient of variation L[PSUB]'

Simulation results will be depicted in the
following with their 95% confidence intervals.
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Fig. 5 Mean Delays vs Subscriber Message
Traffic Intensity

3.2.2 Results

In Figs. 5 and 6 the mean values of input, output
and circulation delays are depicted as functions
of the number n of simulated subscribers and the
subscriber traffic intensity o = l/E[TSUB],
respectively. In Fig. 5 it can be clearly “seen
that for low subscriber traffic intensities, say
gy < .2/sec, no queueing delays have been
registered. The expected values of delays, espe-
cially the circulation delay, increase rapidly at
higher subscriber traffic range, dependent on the
number of simulated subscribers. The rapid
increase of the circulation delay is caused by
the waiting time in queue 3 (c.f. Fig. 4) in
conjunction with the scheduling of server TM and
the branching of additionally superposed messages
from the target system. It should be noted here

that the characteristics shown in Fig.5

correspond to worst-case parameters; the

subscriber traffic intensities to be simulated

are normally given at Goa= «01/sec
. SUB

(E[TQUB] = 100sec).

The dependency of average delays on the number of
simulated subscribers is illustrated in Fig. 6,
where the assumption of an extremely high
subscriber traffic intensity is made
(E[TSUB] = 4sec, i.e. one message per 4 seconds
from  each subscriber on average, including his
conversation and idle times). It can be recog-
nized in this diagram, that even with this
assumption, the delay characteristics of the
environment simulator are in a reasonable range,
which has no strong influence on the simulation
accuracy, for up to one thousand simulated
subscribers.

20 - - 7
[l P | =
. =5 [
9 T “supt !
0
= E|T =Jsec !
B f sup) ec h
I
% 1
B !
< '
8 /
[~} !
= 10 A !
< /
9] !
= /
/
/
5 B
= —_—;;:;g
3
Tin {
\3,, _—
e
—0 —_—
2o —— v v
50 200 500 1000 2000
D —
NUMBER OF SIMULATED SUBSCRIBERS n
Fig. 6 Mean Delays vs Number of Simulated

Subscribers



1-1 ..
& ;3\\§ c[Tgygl= 5
& \\\\ \\\\ n = 500
6 SN
3 ° \
>
3 § §\
- NN
N
Eot \ \} \
8 \{
x
5 y \
5
|
Elig g /sy
{\e L
o 0 5 10 5

TIME  [msec)

Fig. 7 Complementary Circulation Delay

Distribution Function

Fig. 7 depicts the complementary distribution

function of the message circulation time for

different values of E[T ], where the influence
. ?UB :

of the subscriber traffic¢c intensity on the delay

characteristics is illustrated.

4, CONCLUSIONS AND OUTLOOK

In this paper, the concept as well as implementa-
tion and performance aspects of the universal
environment simulator UNES have been presented,
which is developed for telephone switching sys-—
tems. The simulator provides a universal per-
formance evaluation tool for switching systems,
where realistic phenomena, which strongly affect
the switching system performance, like subscriber
impatience or repeated attempts can be considered
and investigated.

The environment simulator allows us to
investigate switching system performance under
designed load and overload conditions.
Furthermore, it <can be applied to evaluate the
effectivity of overload control strategies in
switching systems, whereby detailed modelling of
subscriber behaviour including considerations of
the system feedback is arbitrarily programmable
and adaptable. The performance of the simulator
is 1investigated by means of a queueing network
model. By means of the investigation, per-—
formance measures like the limiting 1load
generation capability wunder a given message
traffic characteristic and message delays are
obtained. The concept can be extended to model
subscribers operating with new services, which
will be provided in current and future system
developments, e.g., 1n ISDN-featured systems
(ISDN: integrated services digital network).
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