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Abstract— MPLS fast reroute (MPLS-FRR) mechanisms devi- In this paper, we discuss the path layout for the facility
ate the traffic in case of network failures at the router which backup_ We consider different outage scenarios, i_eq]esing
is closest to the outage location to achieve an extremely fast ., ier failures only, single link failures only, and singiek

reaction time. We review the facility backup that is an option . . e
for MPLS-FRR that deviates the traffic via a bypass around ©OF router failures. We suggest simple modifications to the

the failed elements. Basically, the backup path can take the default shortest path layout for the facility backup corteepd
shortest path that avoids the outage location from the point obtain new MPLS-FRR mechanisms that can be implemented

of local repair to the merge point with the primary path. We by existing protocols. We calculate the required capadity f
suggest two new simple modifications that lead to a new path o, hronosed MPLS-FRR facility backup concepts considgrin
layout which can be implemented by the facility backup. We . - .
evaluate the backup capacity requirements, the length of the various netw_orks and outage scenarlps and compare it .to
backup paths, and the number of backup paths in a parametric Other protection methods. Our comparison shows that traffic
study regarding the network characteristics. Our proposals distribution by backup paths helps a lot to reduce the requir
save a considerable amount of backup capacity compared to capacity. The proposed new mechanisms take advantage of
the standard mechanisms. They are suitable for application in hat fact and require less capacity than standard solutions
practice since they are simple and conform to the standards. . . . . .
This paper is structured as follows. Section Il gives a brief

Keywords: protection and restoration, MPLS fast reroutegverview on resilience mechanisms in general. Sectiond!l d
capacity planning scribes protocol issues specifically for MPLS-FRR, it rexde
the default layout of the backup paths and suggests modifica-
tions. Section IV compares the required backup capacity for

The operations for multiprotocol label switching (MPLS}he proposed MPLS-FRR facility backup mechanisms and the
fast reroute (MPLS-FRR) mechanisms have been standardizequired configuration overhead. Finally, Section V summa-
recently by the IETF [1]-[3]. In case of a network failurefizes this work and gives an outlook on further research.
they deviate the traffic at the router closest to the failure
location. This can be done by two different mechanisms: one-  |I- OVERVIEW ON RESILIENCE MECHANISMS
to-one and facility backup. The one-to-one backup deviatesin this section we give a brief overview on resilience
the traffic directly from the outage location to its destioat mechanisms to classify MPLS-FRR. A broader and more com-
while the facility backup just bypasses the traffic aroune ttplete overview can be found, for instance, in [7]. Resileenc
outage location to repair the original primary path. Thelitgc mechanisms can be divided into restoration and protection
backup concept deviates several label switched paths JLSBshemes. Restoration sets up a new paths after a failure whil
over a single bypass around the failure location while the- omprotection switching pre-establishes backup paths in recha
to-one concept needs a private backup path for each LSP, Thus )
the facility backup leads to a lower configuration overhead A P Restoration

The standards provide only the protocol mechanisms toUsually, restoration is applied by IP rerouting. IP netvgork
implement a detour or a bypass, but the path layout is riwdve the self-healing property, i.e., their routing rexaoges
determined. Thus, operators have many degrees of freedomdfier a network failure by exchanging link state advertiseta
setting up the backup paths. Usually, the default path tayditSAs) such that all but the failed nodes can be reached after
for the backup paths follows the shortest path that avoids thile if a working path still exists. In addition, the equalst
outage location [4]. The authors of [5] suggest a mixed ietegmultipath (ECMP) option of the most widely used interior
linear program (MILP) formulation to find optimum backupgateway routing protocols (IGPs) OSPF [8] and IS-IS [9]
paths for the one-to-one mechanism. However, the solutiondistributes traffic over several alternative paths of eqoat to
MILPs is complex and it may be difficult and time consuminglestinations. Thus, especially after the routing recayeece
for medium-size or large networks. The authors of [6] présedue to failures, normal and rerouted traffic can be spreae mor
a distributed online algorithm for the one-to-one backugt thequally over the network. This reduces the required banttiwid
can be used when LSPs are set up and torn down on demargdwe will see in Section IV. Another example for restoration
Guidelines for the setup of good backup paths for the fgcilibesides IP rerouting are backup paths in MPLS that are set up
backup and an analysis thereof are still needed. after a network failure.

|. INTRODUCTION
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The disadvantage of such methods is obvious: they aretworks. Several solutions are being discussed but arpedfe
slow. In particular, the interval length to exchange the LSAethod is not yet established [14]-[17].
updates cannot be reduced to arbitrarily small values [10]
and the computation of the shortest paths that are needed to
construct the routing tables based on the new LSAs requiresMIPLS fast reroute mechanisms protect primary LSPs by
a substantial amount of time. This time overhead is tolerallbcal repair methods. A primary LSP is said to be protected at
for elastic traffic but not for realtime traffic or even high-a given hop if it has one or multiple associated backup tunel
precision telematic or tele-surgery applications. Howetlee originating at that hop. In this work, we want to protect the
reconvergence of the IP routing algorithm is a very simple aprimary LSP along all intermediate routers of its path. Thus

1. M ECHANISMS FORMPLS FRAST REROUTE

robust restoration mechanism [11], [12]. each intermediate router is a so-called point of local mepai
) o ) (PLR) that serves as head-end router for at least one backup
B. Protection Switching Mechanisms path. There are two basically different methods for locphie

Protection addresses the problem of slow reconvergermee-to-one backup and facility backup.
speed. It is usually implemented in multiprotocol labeltstv . . )
ing (MPLS) technology due to its ability to pre-establisl‘?" Local Repair Options in the MPLS Fast Reroute Frame-
explicitly routed backup paths in advance. Depending J¥°"
the place where the reaction to failures is done, protectionThe one-to-one backup sets up a backup path from the PLR
switching mechanisms can be distinguished into end-to-etwthe tail-end of the protected LSP. This backup path isdall
and local protection. detour LSP. Each detour LSP protects exactly one primary
1) End-to-End Protection Switchingn case of end-to-end LSP, but the primary LSP may be protected by several detour
protection switching the reaction to a failure along a path LSPs starting at different PLRs. If a detour LSP intersects
executed at the path ingress router. its protected path further upstream, it may be merged with
a) Primary and Backup PathsBackup paths are set upthe primary path at a so-called detour merge point (DMP) to
simultaneously with primary paths and in case of a failurégduce the LSP states in the routers further downstream. To
the traffic is just shifted at the path ingress router of a brok protect a primary path against a link or router failure, thater
primary path to the corresponding backup path. preceding the failed element acts as PLR by redirecting the
b) Self Protecting Multipath (SPM)The self-protecting traffic onto a detour LSP towards the tail-end routgy; of
multipath (SPM) consists of disjoint label switched paththe primary path. The backup path must not contain the failed
(LSPs) and provides at the source several alternativesrto felement. In case of a link failure, this is the only constrain
ward the traffic to the destination. The SPM has been pregente case of a router failure, the backup path must additignall
first in [13]. The traffic is distributed over all alternatipaths not contain all links adjacent to the failed router. Notettha
according to a traffic distribution function (see Figure [f). the primary path cannot be protected against the failurésof i
one of the paths fails, the traffic is transmitted over thekivgy head-end or tail-end label switched router (LSR). The anre-t
paths according to another precomputed traffic distrilbuti®ne backup concept requires at least one separate backup pat
function. Thus, traffic distribution functions can be ogtied a per primary LSP at each PLR. This leads to a large number
priori to minimize the required backup capacity in the natwo of backup paths.
The facility backup in contrast sets up a backup path from

Load balancing — s the PLR to an upstream router of the protected LSP. Thisroute
e aceome & - O is called merge point (MP) as it merges the backup path with
3 taffic distrbution g 3 : the protected LSP. Since the backup path bypasses theefailur

% =~ location, it is called bypass LSP. Unlike detour LSPs, a bgpa

LSP can protect multiple primary LSPs that share the same
Fig. 1. The SPM performs load balancing over disjoint pattoating to PLR and MP, which has a large potential to reduce the number
a traffic distribution function which depends on the workipaghs. of required backup paths. In the following, we point out the
placement of the MP to protect against link or router fakure
End-to-end protection switching is faster than restoratio  a) Facility Backup Link BypassTo protect a primary
methods but the signalling of the failure to the path ingreg@th against a link failure, the router preceding the failed
router takes time within which traffic is lost. link acts as PLR by redirecting the traffic onto a bypass LSP
2) Local Protection Switching:Local protection schemestowards the next hop (NHOP) LSR of the PLR. Thus, the adja-
tackle the problem of lost traffic in case of end-to-end pra@ent routers of the link are the head-end and the tail-endsLSR
tection. Backup paths towards the destination are set up wbthe bypass LSP which must not contain the failed link. We
only at the ingress router of the primary path but at almosall this type of backup patthink Bypass(PLR, NHOP).
every node of the path. Then, a backup path is immediately b) Router Bypass:To protect a primary path against a
available if the path breaks at some location. Local protemuter failure, the router preceding the failed router astLR
tion switching can be implemented by MPLS-FRR [1]-[3]by redirecting the traffic onto a bypass LSP towards the next-
Currently, fast reroute mechanisms are also discussedPforniext hop (NNHOP) LSR of the PLR. Thus, the neighboring
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routers of the failed router within the primary path are th&outer Bypass(PLR, NNHOP) from the PLR to the
head-end and the tail-end LSRs of the bypass LSP which md84HOP. This is possible for all links within a primary path
not contain the failed router and all its adjacent links. Vi@ ¢ except the last one since the latter has no NNHOP. The
this type of backup pattRouter Bypass(PLR, NNHOP). advantage of substituting the link bypasses with suitatnl¢er
Like above, the primary path cannot be protected against tygpasses if possible will become clear in Section IV. The
failure of its head-end or tail-end LSR. naive mechanism deviates all traffic carried over the fdited
The LinkBypass(PLR, NHOP) in Figure 2(a) and the via a single bypasd.inkBypass(PLR, NHOP) to a single
Router Bypass(PLR, NNHOP) in Figure 2(b) from the NHOP. In contrast, this modification distributes the traffier
same PLR within the same flow take different paths due several bypasseRouter Bypass(PLR, NN HOP) since dif-
their specific requirements. ferent primary LSPs may have different NNHOPs. It leads to
a better traffic distribution in failure cases. Besides, ringter
: bypasses are already required for the protection agaiostmro
i H 3 failures.
5 —;9—4 B —4 %/ 3) Second Madification: Push Back Mechanism to Increase
the Traffic SpreadingAn increased traffic spreading also for
the last link within an LSP can be achieved by a simple push

(a) LinkBypass(PLR, NHOP).

€ B N back mechanism: the idea is to deviate the traffic one hop prio
‘3 = to the outage location.
(= — é/ When the link fails and the primary path contains only a
(b) RouterBypass(PLR, NNHOP). single link, a normalLink Bypass(PLR, N HOP) is the only

option. Otherwise, we push the traffic back to the previous
: . router within the primary path such that it can be deviatedfr
B. Backup Path Configuration for Bypass LSPs different locations to the NHOP router. We call this struetu

In this section we consider the backup path configuratidPush Back Bypass(PLR, NHOP), which starts also at the
for bypass LSPs. We consider three different options. Thegrmal PLR and just visits the router previous to the outage
differ in the number of installed backup paths, their usel armocation before heading to the NHOP router.
their path layout. e s e

1) Backup Path Configuration based on Shortest Paths: € e ia\

An intuitive and obvious approach is characterized by sgtti L L

up backup LSPs according to the shortest path principle [4]. G —9—=14

Each potential PLR, i.e. each intermediate LSR of an LSP, has

separate backup paths for the protection against the dadifir b;,gpais LI;’F‘,ZhB“CkByp ass(PLR, NHOP) - the push back concept for
the next link and the next router, respectively.

We now approximate the number of required backup pathsFigure 3 shows thePushBackBypass(PLR, NHOP)
for the facility backup. We assume routers andn bidirec- Which is only applied for the protection against the failure
tional links in the network as well as a fully meshed LSPf the last link within the primary path provided that at leas
overlay, i.e., there are - (n—1) protected LSPs. The numbertwo links exist.
of adjacent links of router is given by its node degregg(r).
The average node degree in a networklig,.,, = 277” The
network requires2 - m link bypasses to protect against the In this section we investigate the performance of the above
failures of m different links in each direction. In addition, discussed options for the facility backup by parametridigtsi
router bypass LSPs are needed for the protection against tgarding different network characteristics. First, welain
failure of each of the: routers. We consider a specific routepur evaluation methodology, then we study the required
r with d = deg(r) adjacent bidirectional links, from which backup capacity, the path lengths, and the number of backup
traffic can be received and to which traffic can be forwardguhths per primary path before we compare their efficiencl wit
by that router. If all combinations are possiblé; (d—1) other well known resilience mechanisms.
different backup paths are needed to protect possible LSPs
carried over. Thus,n-d-(d—1) different router bypass LspsA
are required for the protection against the failure of tbister. We first explain the network dimensioning approach that
As a consequence, a rough guess for the number of requivegl use to calculate the required backup capacity. Then, we
backup path to protect against all single link and routdufas describe the foundation of our parametric study which istas
IS 2-m+n - degavg - (degavg—1)=2-m - degqug. on artificially generated random networks.

2) First Modification: Substituting Link Bypasses with 1) Calculation of the Required Backup Capacityhe re-
Router Bypasses:A link failure can be protected by aquired backup capacity is the major performance measure in
LinkBypass(PLR, NHOP) from the PLR to the NHOP. this study. We obtain it as follows for a given network topol-
But in most cases it can also be protected by thegy, a given traffic matrix, and a given resilience mechanism

Fig. 2. Facility backup link and router bypasses.

IV. PERFORMANCECOMPARISON

. Evaluation Methodology
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The network topology is given by a grapti =(V, &) where generate 5 networks of each combination randomly. This
V is the set of routers and is the set of links. We first leads in sum to 420 sample networks. For each of them
compute the capacity(!) of all links [ € £ in the network we calculated the required backup capacity for each of the
that is required to carry the traffic according to the shortefollowing resilience mechanisms.

path principle. The sum of these capacities yields the redqui . To provide only link protection (LP), we used the stan-
network capacityCy =3¢, for the failure-free scenario  dard Link Bypass(PLR, NHOP); the set of protected

0. The network must be protected against the failures of a failure scenarios comprises only single link failurésP-

set of failure scenario§ that contains always the failure-free  Standard)

scenariof). Resilience mechanisms require sufficient backup. To provide only router protection (RP), we used the
capacity on the links to carry the traffic in each protected standard Router Bypass(PLR, NNHOP); the set of
failure scenario. We first determine the link capaaity, /) protected failure scenarios comprises only single router
that is required to carry the traffic in each protected failur  failures. (RP-Standard)

scenarios € S according to the routing which has been . To provide link and router protection (LRP), we used
changed according to the resilience mechanism. We use it poth the standard.inkBypass(PLR, NHOP) and the

to calculate the required capacity for the resilient nelwor  standardRouter Bypass(PLR, NNHOP) for the link

by Cs =) ,cc mazses(c(s,1)). Note that traffic aggregates  and router failures respectively; the set of protected

are inactive in failure scenarios if their source or desioma failure scenarios comprises both single link and single

node fails. We express the required backup capacity relédiv router failures (LRP-Standard)

the capacity needed for shortest path routingiby: C‘ST;C” « As an alternative to the previous scenarios, we substitute
This methodology can be viewed as a network dimensioning the link bypasses by existing router bypasses (cf. Sec-
approach. Another option is to calculate, e.g., blockin@o6 tion 111-B.2) wherever possible(LP-SLB)

violation probabilities for networks with given link captes. « As another alternative, we use the push back mechanism

However, we take the network dimensioning approach since it PyshBackBypass(PLR, NHOP) for link bypasses
is simpler than the second one, and it is fairer since it grant  (cf. Section 1l-B.3) wherever possibléLP-PBM)
the capacity to the links where it is needed by each consideig the following these abbreviations indicate the protécte

resilience mechanism. ) failures and the applied method.
2) Parametric Study:In our parametric study we assume

that every network node serves as border router with tran8it Backup Capacity Requirements for MPLS-FRR-Bypass
capabilities. We have a fully meshed overlay network and We compare the backup capacity requirements depending
a homogenous traffic matrix. We showed in [18] that then the network size for the 5 above defined investigation
heterogeneity of the traffic matrix has a significant impatt cscenarios. Each point in Figure 4(a) represents the average
the required backup capacity but an investigation of ttsés backup capacity for all 60 networks of a specific size and
in this context is beyond the scope of this paper. We considée respective investigation scenario while each pointigz F
three different failure scenarios: all single router fedls; all ure 4(b) represents the average backup capacity for all 105
single bidirectional link failures, and all single routenda networks of a specific average node degree and the respective
bidirectional link failures. We mainly use the latter onacg investigation scenario. In both figures, the chosen resite
30% of all network failures are due to router failures and 70¥hechanism has a significant impact on the required backup
are due to link failures [19]. capacity.

We use sample networks in our study. Most important net- Router protection only with RP-Standard requires the least
work characteristics for resilient networks are the nelwgize resources, in particular less resources than link pratecnly.
in terms of node$V|=n and in terms of link§€|=m. They This is at first counterintuitive since router failures affalso
define the average node degreg,,, = % that indicates the several adjacent links, but there are two reasons to exfilain
average number of adjacent links of a node and is thereby glrenomenon.
indirect measure for the network connectivity. In addititme The curve for RP-Standard increases significantly for small
minimum and the maximum node degréey,,.;,, anddeg,,... Nnetworks in Figure 4(a). This is due to inactive aggregates
are also important measures. Since today's well establishehose source or destination failed because of the router
topology generators cannot contiddg,,;, and deg,...., we failure. However, this affects onlyr% of the entire traffic
use our own topology generator which is described in [13hd, therefore, this effect shrinks with an increasing net-
and which incorporates features of the well known Waxmamork size. Another reason for the reduced backup capac-
model [20], [21]. It allows direct control ovet, degq.4, and ity requirements of RP-Standard compared to LP-Standard
the maximum deviatiodeg);%* of the individual node degreesis the improved traffic distribution around the outage loca-
from their predefined average value. It generates connectimh. The LinkBypass(PLR, N HOP) backup paths of LP-
networks and avoids loops and parallels. We consider nksvoStandard have a single point of local repair (PLR) and a
of sizen € {10, 15, 20, 25, 30, 35,40} nodes with an average single merge point (MP) at the next hop (NHOP) while the
node degreeleg,., € {3,4,5,6} and a maximum deviation Router Bypass(PLR, NNHOP) backup paths have differ-
from the average node degree édg].** < {1,2,3}. We ent PLRs or different MPs at the next next hop (NNHOP).
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e e o substitution of link bypasses (SLB) concept. The substitut
RP-Standard >~ LRP-SLB —5— of the LinkBypass(PLR, NHOP) backup paths by suit-

e, able Router Bypass(PLR, N N HOP) backup paths — where
/—//‘/’*——4 possible — leads to a notable reduction of required backup
//‘ capacity in Figures 4(a) and 4(b). Here, different NNHOPs

act as MPs and increase the backup capacity sharing pdtentia

— The LRP-SLB concept requires 22-49% less capacity than
/ﬁ‘f’ﬂ’—’ﬁ\"\“ LRP-Standard although it protects against exactly the same
I | failures. However, the last links of the primary paths canno
be protected by suitable link bypasses. Hence, the push back
- - % % b mechanism (PBM) increases the traffic spreading through the
Networks Size (Nodes) PushBackBypass(PLR, NHOP) also for the last link if
) Backup capacity requirements depending on the netwagk si the path contains more than one link. It requires additid:@al
: to 22% less capacity than LRP-SLB. Note that LRP-SLB and
Re-Siandara = e = LRP-PBM require even clearly less capacity than LP-Stahdar
LRPPBM where only link failures are protected. The impact of this
improvement increases also with the average node degree. In
general, Figure 4(a) illustrates that the network size reall
impact on the required backup capacity while Figure 4(b)
shows that the network connectivity in terms of the average
node degree reduces the required backup capacity sigitifican
in particular if backup capacity sharing is enforced thtoug
mechanisms that support load distribution around the eutag
location.
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C. Configuration Overhead: Path Length and Number of

(b) Backup capacity requirements depending on the netwonk co Backup Paths

nectivity.
Fig. 4. Impact of the network characteristics, the protedaéidres, and the As mentioned above, resilience mechanisms differ reggrdin
resilience mechanism on the required backup capacity falitjabackup. their Configuration overhead. The number of the backup paths

and their length contribute to the number of connectiorestat

Thus, the traffic is deviated over a larger number of differefy the network. Therefore, we compare these measures for
bypasses starting from and ending at different locations {Re investigated scenarios. In addition, extremely longkbp
the network, which is illustrated in Figure 5. As a consesaths delay the traffic which may be even prohibitive for
quence, the required backup capacity for the same scessarigttingent QoS.
distributed over a larger number of different bypasses Whic Figyre 6(a) shows the average number of bypass LSPs per
increases the potential for backup capacity sharing fde®if primary LSP depending on the network size. The number of
ent scenarios. Therefore, the difference between the rejuipackup path for LP-Standard is exactly the number of limks
backup capacity of RP-Standard and LP-Standard increasesjjs yields an average per aggregat o5 and decreases

Figure 4(b) with an increasing average node degree. with the network size. In Section Ill-B.1 we approximated
S == the number of backup paths for RP-Standardrasieg,. -
\hé """"" ‘2'/ (degawg — 1). The results of our evaluation in Figure 6(a)
& N reveal that this is an upper bound only. Not all routers serve
_______ T B L5Pe "%'___' as transit nodes and not all combinations to transport itrans
= S L e / & traffic over the adjacent links of a node are actually used.
5/3 L P &3 This effect is extremely strong for small networks where ynan
6 é/ ................................... %ﬁ'q aggregates are direct connections between neighboringsnod

LRP-Standard uses both all link bypasses from LP-Standard
Fig. 5. In case of router failures the traffic is deviated framdifferent and all router bypasses from RP-Standard and, therefare, it
locations in the network which leads to a better traffic distiion than in - nymper of backup paths is their sum. LRP-SLB substitutés lin
case of link failures. - . s -
bypasses with router bypasses for all links within a primary
LRP-Standard uses the backup paths of both RP-Standa8P except the last one. Since each link is at least oncedhe la
and LP-Standard. Since link bypasses allocate their captiok within the primary LSP that consists of exactly one link
ity at different locations than router bypasses, it requireonnecting neighboring nodes, this does not reduce the eumb
clearly more capacity than their maximum. The increased required backup paths. Finally, LRP-BPM uses additional
traffic distribution that lead to reduced backup capacity réypasses for the last link within primary LSPs that consfst o
quirements with RP-Standard (cf. Figure 5) motivated thmore than one link and thus increases the number of backup
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e e o the path length further. However, the path prolongatiortiik s
RP-Standard ¢~ LRPSL8 —5— | smaller than for LP-Standard. In general, in larger netwairk

becomes more unlikely to find bypasses of the same length as
the original bypassed part. The backup path length incsease
with the network size.

o
®

o
o

LPP-Standard
LRP-SLB

D. Comparison of the Required Backup Capacity for Restora-
tion, End-to-End Protection, and Local Protection

In previous work [13] we investigated the backup capacity
requirements for the self-protecting multipath (SPM) aad f
55 = = = 0 shortest path rerouting (SPR). We consider them and also
Network Size (Nodes) equal-cost multipath (ECMP) rerouting for a comparisorhwit
(a) Average number of bypass-LSPs per primary path. facility backup regarding the required backup capacity. Al
22 single link and node failures are protected.

I
a

o
N

Number of Backup Paths per Aggregate

10 15

LP-Standard—e— LRP-SLB —a—
2 RP-Standard—e— LRP-PBM —a—
LRP-Standard —#—

140

N}
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Average Prolongation of Path Length

Required Backup Capacity (%)
S o]
o o

35 20
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Network Size (Nodes) 20F SPR ——
i ECMP —<— LRP-SLB —&—
(b) Average prolongation of the path length through bydz8Bs. 0 SPM j; LRP-PBZ)* i " . 0
Fig. 6. Impact of the network size, the protected failuresl te protection Network Size (Nodes)

method on the configuration overhead. (a) Backup capacity requirements depending on the netwagk si

140,

LSPs slightly. However, the number of backup paths remains
clearly below one LSP per aggregate for all bypass concepts
and most networks. This emphasizes the strength of thétyacil
backup option to keep the configuration overhead small.

We now consider the path lengths for the bypass-LSPs.
In case of a failure, the part of the primary LSPs from the
PLR to the MP cannot be used anymore and the traffic is
deviated over a bypass. This deviation around the outage
location mostly prolongs the path. In case of a link failure, 200 sor
LP-Standard replaces one link that directly connects tvaeso EQUP —— LRPSLB —o—
by a Link Bypass(PLR, NHOP). No alternative connection 03 j
between PLR and NHOP can be found that is shorter than . _ _
two links since our networks have no parallels. Therefore, Sgct?\fi‘t‘;k“p capacity requirements depending on the netwark co
the byp.ass. prolongs the original paths at I.eaSt by one link I‘—’j}gS 7. Impact of the network characteristics, the proteé¢sddres, and the
shown in Figure 6(b). In case of a router failure, RP-Stathdafesilience mechanism on the required backup capacity feoraon, end-to-
replaces two links by aRouter Bypass(PLR, NNHOP). end protection, and local protection.

Here, it is possible to find a bypass of equal length. Hence,Figures 7(a) and 7(b) show the averages of their required
the prolongation caused by the bypasses for RP-Standardéskup capacity depending on the network characteriSthos.
much smaller than for LP-Standard and on average bélowSPM requires by far the least capacity, followed by ECMP,
for small networks. LRP-Standard falls in between RP- arahd SPR. Both sophisticated facility backup concepts LRP-
LP-Standard as it is a combination of both concepts. TI& B and LRP-BPM require more backup capacity than the
substitution of theRouter Bypass(PLR, NN HOP) for the simple SPR mechanism, but the facility backup reacts within
LinkBypass(PLR, NHOP) by LRP-SLB reduces the pathtens of milliseconds while the restoration mechanism eeact
length relative to LRP-Standard since again two links of thenly within seconds. LRP-SLB comes with less configuration
original path are replaced by a bypass of possibly the sameerhead than LRP-BPM, but it requires more backup capac-
length. The PushBackBypass(PLR, NHOP) inserts an ity. Like above, the network size has only little impact vehil
additional link to push the traffic backwards and must inseeaan increasing average node degree leads to a considerable
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reduction of backup capacity especially for ECMP and SPM Our findings have shown that very simple heuristics for the
that support traffic distribution explicitly. The SPM seetns layout of the backup paths already yield a significant redact
be the most attractive resilience mechanism since it requiof the required backup capacity which may stimulate more
the least capacity and it is relatively fast as it implemamd- complex and efficient heuristics to obtain further savings.
to-end protection. However, in contrast to the facility ke,
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