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Abstract

MPLS fast reroute (MPLS-FRR) mechanisms deviate the trafficin case of network failures at the router closest
to the outage location to achieve an extremely fast reactiontime. We review and compare the one-to-one backup
and the facility backup concept that are options for MPLS-FRR to deviate the traffic via a detour or a bypass,
respectively. Basically, the backup paths can take the shortest path that avoids the outage location from the point of
local repair to the tail-end router or to the merge point. We then evaluate the backup capacity requirements and the
configuration overhead in terms of the number of backup pathsper primary path in a parametric study depending on
the network characteristics. While the facility backup concept imposes clearly less configuration overhead than the
one-to-one backup, its standard path layout requires more capacity. This can be reduced by a simple modification.

1 Introduction

The operations for multiprotocol label switching
(MPLS) fast reroute (MPLS-FRR) mechanisms have
been standardized recently by the IETF [1].In case of
a network failure, they deviate the traffic at the router
closest to the failure location. This can be done by
two basically different mechanisms: one-to-one and
facility backup. The one-to-one backup deviates the
traffic directly from the outage location to its destina-
tion while the facility backup just bypasses the traffic
around the outage location to repair the original pri-
mary paths. The facility backup concept deviates sev-
eral label switched paths (LSPs) by a single backup
path around the failure location while the one-to-one
concept needs a private backup path for each LSP.
Thus, the facility backup leads to a lower configuration
overhead, but it introduces other configuration prob-
lems.

The standards provide only the protocol mechanisms to
implement a detour or a bypass, but the path layout is
not determined. Thus, operators have many degrees of
freedom to set up the backup paths. Usually, the default
path layout for the backup paths follows the shortest
path that avoids the outage location [2]. The authors
of [3] suggest a mixed integer linear program (MILP)
formulation to find optimum backup paths for the one-
to-one mechanism. However, the solution of MILPs is
complex and it may be difficult and very time consum-
ing for medium-size or large networks. The authors of
[4] present a distributed online algorithm for the one-
to-one backup path layout that can be used when LSPs
are set up and torn down on demand. It aims at opti-
mized backup capacity sharing depending on the cur-
rent network state. Simple mechanisms to configure a
resilient path layout offline for planned end-to-end de-
mands are still required.

In this paper, we discuss the standard path layout for
both one-to-one and facility backup paths. Based on a
network dimensioning approach, we consider different

outage scenarios, i.e., single router failures only, single
link failures only, and single link or router failures. We
calculate the required capacity for the standard MPLS-
FRR one-to-one and facility backup concepts consider-
ing various networks and outage scenarios and compare
it to other protection methods.
This paper is structured as follows. Section 2 gives
a brief overview on resilience mechanisms in gen-
eral. Section 3 describes protocol issues specifically for
MPLS-FRR, it reviews the default layout of the backup
paths and suggests modifications. Section 4 compares
the required backup capacity and the required configu-
ration overhead for both options depending on the pro-
tected failures. Finally, Section 5 summarizes this work
and gives an outlook on further research.

2 Overview on Resilience Mecha-
nisms

In this section we give a brief overview on resilience
mechanisms to classify MPLS-FRR. A broader and
more complete overview can be found, e.g., in [5]. Re-
silience mechanisms can be divided into restoration and
protection schemes. Restoration sets up a new path af-
ter a failure while protection switching pre-establishes
backup paths in advance.

2.1 IP Restoration

Usually, restoration is applied by IP rerouting. IP net-
works have the self-healing property, i.e., their rout-
ing re-converges after a network failure by exchanging
link state advertisements (LSAs) such that all but the
failed nodes can be reached after a whileŰ if a working
path still exists. In addition, the equal cost multipath
(ECMP) option of the most widely used interior gate-
way routing protocols (IGPs) OSPF [6] and IS-IS [7]
distributes traffic over several alternative paths of equal
cost to destinations. Another example for restoration
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besides IP rerouting are backup paths in MPLS that are
set up after a network failure.
The disadvantage of such methods is obvious: they are
slow. In particular, the interval length to exchange the
LSA updates cannot be reduced to arbitrarily small val-
ues [8] and the computation of the shortest paths that
are needed to construct the routing tables based on the
new LSAs requires a substantial amount of time. This
time overhead is tolerable for elastic traffic but not for
realtime traffic or even high-precision telematic or tele-
surgery applications. However, the reconvergence of
the IP routing algorithm is a very simple and robust
restoration mechanism [9, 10].

2.2 Protection Switching Mechanisms

Protection addresses the problem of slow reconver-
gence speed. It is usually implemented by multiproto-
col label switching (MPLS) technology due to its abil-
ity to pre-establish explicitly routed backup paths in ad-
vance. Depending on the place where the reaction to
failures is done, protection switching mechanisms can
be distinguished into end-to-end and local protection.

2.2.1 End-to-End Protection Switching

In case of end-to-end protection switching the reaction
to a failure along a path is executed at the path ingress
router.

Primary and Backup Paths Backup paths are set up
simultaneously with primary paths and in case of a fail-
ure, the traffic is just shifted at the path ingress router
of a broken primary path to the corresponding backup
path.

Self-Protecting Multipath (SPM) The self-
protecting multipath (SPM) [11] consists of disjoint
label switched paths (LSPs) and provides at the
source several alternatives to forward the traffic to
the destination. The traffic is distributed over all
alternative paths according to a traffic distribution
function (see Figure 1). If one of the paths fails, the
traffic is transmitted over the working paths according
to another precomputed traffic distribution function.
Thus, traffic distribution functions can be optimized a
priori to minimize the required backup capacity in the
network.

Figure 1: The SPM performs load balancing over dis-
joint paths according to a traffic distribution function
which depends on the working paths.

End-to-end protection switching is faster than restora-
tion methods, but the signalling of the failure to the path
ingress router takes time within which traffic is lost.

2.2.2 Local Protection Switching

Local protection schemes tackle the problem of lost
traffic in case of end-to-end protection. Backup paths
towards the destination are set up not only at the ingress
router of the primary path but at almost every node of
the path. Then, a backup path is immediately avail-
able if the path breaks at some location. Local pro-
tection switching can be implemented by MPLS-FRR
[1]. Currently, fast reroute mechanisms are also dis-
cussed for IP networks. Several solutions are being
discussed, but a preferred method is not yet established
[12, 13, 14, 15].

3 Mechanisms for MPLS Fast
Reroute

MPLS fast reroute mechanisms protect primary LSPs
by local repair methods. A primary LSP is said to be
protected at a given hop if it has one or multiple asso-
ciated backup tunnels originating at that hop. In this
work, we want to protect the primary LSP along all in-
termediate routers of its path. Thus, each intermedi-
ate router is a so-called point of local repair (PLR) that
serves as head-end router for at least one backup path.
MPLS FRR offers two basically different methods for
local repair: one-to-one backup and facility backup. In
the following, we review these concepts and explain
simple standard options for the layout of the backup
path.

3.1 Local Repair Options in the MPLS
Fast Reroute Framework

We briefly introduce the one-to-one backup and the fa-
cility backup together with mandatory conditions re-
garding the path layout for the protection of link or
router failures.

3.1.1 One-to-One Backup Using Detour LSPs

The one-to-one backup sets up a backup path from the
PLR to the tail-end of the protected LSP. This backup
path is called detour LSP. Each detour LSP protects ex-
actly one primary LSP, but the primary LSP may be
protected by several detour LSPs starting at different
PLRs. If a detour LSP intersects its protected path fur-
ther upstream, it may be merged with the primary path
at a so-called detour merge point (DMP) to reduce the
LSP states in the routers further downstream. However,
we disregard this possibility in the following since we
focus on the path layout and not on configuration de-
tails. Modes are defined in which detour LSPs may
contain elements of the protected LSP and others are
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defined in which such elements are forbidden. In the
following, we point out only mandatory constraints to
protect against link or router failures.

Link Detour To protect a primary path against a link
failure, the router preceding the failed link acts as PLR
by redirecting the traffic onto a detour LSP towards the
tail-end routerrtail of the primary path. The backup
path must not contain the failed link, but it may contain
the adjacent routers of the failed link. We call this type
of backup pathLinkDetour(PLR, rtail).

Router Detour To protect a primary path against a
router failure, the router preceding the failed router acts
as PLR by redirecting the traffic onto a detour LSP to-
wards the tail-end routerrtail of the primary path. The
backup path must not contain the failed router and all
its adjacent links. We call this type of backup path
RouterDetour(PLR, rtail). Note that the primary
path cannot be protected against the failure of its head-
end or tail-end label switched router (LSR).
Figures 2(a) and 2(b) show that the
backup path LinkDetour(PLR, rtail) and
RouterDetour(PLR, rtail) from the same PLR
within the same flow can take different shortest paths
due to their specific requirements.

(a) LinkDetour(PLR, rtail). (b)
RouterDetour(PLR, rtail).

Figure 2: One-to-one backup using detours.

3.1.2 Facility Backup Using Bypass LSPs

The facility backup sets up a backup path from the PLR
to an upstream router of the protected LSP. This router
is called merge point (MP) as it merges the backup path
with the protected LSP. Since the backup path bypasses
the failure location, it is called bypass LSP. Unlike de-
tour LSPs, a bypass LSP can protect multiple primary
LSPs that share the same PLR and MP. In the follow-
ing, we point out the placement of the MP to protect
against link or router failures.

Link Bypass To protect a primary path against a link
failure, the router preceding the failed link acts as PLR
by redirecting the traffic onto a bypass LSP towards
the next hop (NHOP) LSR of the PLR. Thus, the ad-
jacent routers of the link are the head-end and the tail-
end LSRs of the bypass LSP which must not con-
tain the failed link. We call this type of backup path
LinkBypass(PLR,NHOP ).

Router Bypass To protect a primary path against a
router failure, the router preceding the failed router acts
as PLR by redirecting the traffic onto a bypass LSP to-
wards the next-next hop (NNHOP) LSR of the PLR.
Thus, the neighboring routers of the failed router within
the primary path are the head-end and the tail-end LSRs
of the bypass LSP which must not contain the failed
router and all its adjacent links. We call this type of
backup pathRouterBypass(PLR,NNHOP ). Like
above, the primary path cannot be protected against the
failure of its head-end or tail-end LSR.
TheLinkBypass(PLR,NHOP ) in Figure 3(a) and
the RouterBypass(PLR,NNHOP ) in Figure 3(b)
from the same PLR within the same flow take different
paths due to their specific requirements.

(a) LinkBypass(PLR,NHOP ).

(b) RouterBypass(PLR,NNHOP ).

Figure 3: Facility backup using bypasses.

3.2 Backup Path Configuration

An intuitive standard approach is characterized by set-
ting up backup LSPs according to the shortest path
principle [2]. Each potential PLR, i.e. each interme-
diate LSR of an LSP, needs a backup path for the pro-
tection against the failure of the next link and the next
router, respectively. We are trying to assess now the
number of required backup paths for the one-to-one
backup and the facility backup. We assumen routers
andm bidirectional links in the network as well as a
fully meshed LSP overlay, i.e., there aren · (n−1) pro-
tected LSPs. The length of a specific primary pathp is
given bylen(p) in terms of links and the average num-
ber of links per primary path is denoted bylen. The
number of adjacent links of routerr is given by its node
degreedeg(r). The average node degree in a network
is degavg=

2·m
n

Number of Required Detour LSPs If the one-to-
one backup concept uses separate backup paths for
the protection against the failure of link and router
failures, it requireslen(p) link detour LSPs to pro-
tect it against all link failures andlen(p)− 1 detour
LSPs to protect it against all router failures of the pri-
mary path. Thus,2 · len(p)− 1 detour LSPs are re-
quired altogether for its protection. As a consequence,
n · (n−1) · (2 · len−1) detours are needed in the net-
work. The authors of [2] suggest that a link failure can
be protected by aLinkDetour(PLR, rtail), but it can
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also be protected by theRouterDetour(PLR, rtail).
The latter one has just more stringent requirements for
the layout of its backup path. Such backup paths ex-
ist for all links except the last one within the primary
path. Thus,len−1 link failures can be protected by a
RouterDetour(PLR, rtail) and the failure of the last
one must be protected by aLinkDetour(PLR, rtail).
This reduces the number of detours in the network to
n · (n−1)·len and is the proposed standard path layout
for the one-to-one backup concept.

Number of Required Bypass LSPs The network re-
quires2 ·m link bypasses to protect against the failures
of m different links since these backup LSPs can pro-
tect multiple primary paths. In addition, router bypass
LSPs are needed for the protection against the failure
of each of then routers. We consider a specific router
r with d = deg(r) adjacent bidirectional links, from
which traffic can be received and to which traffic can
be forwarded by that router. If all combinations are
possible,d·(d−1) different backup paths are needed to
protect possible LSPs carried overr. Thus,d ·(d−1)
different router bypass LSPs are required for the protec-
tion against the failure of this router. As a consequence,
a rough guess for the number of required backup path
is 2·m+n·degavg·(degavg−1)=2·m+2·m·(degavg−1)=
2·m·degavg=n·deg2avg. This expression proposes that
considerably fewer bypasses than detours are required
to protect the network against all single link and router
failures.

4 Performance Comparison

In this section we investigate the performance of the
above discussed options for MPLS-FRR by paramet-
ric studies regarding different network characteristics.
First, we explain our evaluation methodology, then we
study the required backup capacity and the number
of backup paths per primary path before we compare
their efficiency with other well known resilience mech-
anisms.

4.1 Evaluation Methodology

We explain the network dimensioning approach that we
use to calculate the required backup capacity. We also
describe the foundation of our parametric study which
is based on artificially generated random networks.

4.1.1 Calculation of the Required Backup Capac-
ity

The required backup capacity is the major performance
measure in this study. We obtain it as follows for a
given network topology, a given traffic matrix, and a
given resilience mechanism. The network topology is
given by a graphN = (V, E) whereV is the set of
routers andE is the set of links. We first compute

the capacityc(l) of all links l ∈ E in the network that
is required to carry the traffic according to the short-
est path principle. The sum of these capacities yields
the required network capacityC∅ =

∑
l∈Ec(l) for the

failure-free scenario∅. The network must be protected
against the failures of a set of failure scenariosS that
contains always the failure-free scenario∅. Resilience
mechanisms require sufficient backup capacity on the
links to carry the traffic in each protected failure sce-
nario. We first determine the link capacityc(s, l) that
is required to carry the traffic in each protected fail-
ure scenarios ∈ S according to the routing which has
been changed according to the resilience mechanism.
We use it to calculate the required capacity for the re-
silient network byCS =

∑
l∈E maxs∈S(c(s, l)). Note

that traffic aggregates are inactive in failure scenarios
if their source or destination node fails. We express
the required backup capacity relative to the capacity
needed for shortest path routing byB = CS−C∅

C∅
. This

methodology can be viewed as a network dimensioning
approach. Another option is to calculate, e.g., block-
ing or QoS violation probabilities for networks with
given link capacities. However, we take the network
dimensioning approach since it is simpler than the sec-
ond one, and it is fairer since it grants the capacity to
the links where it is needed by the considered resilience
mechanism.

4.1.2 Parametric Study

In our parametric study we assume that every network
node serves as border router with transit capabilities.
We have a fully meshed overlay network and a ho-
mogenous traffic matrix. We showed in [16] that the
heterogeneity of the traffic matrix has a significant im-
pact on the required backup capacity, but an investiga-
tion of this issue in this context is beyond the scope
of this paper. We consider three different failure sce-
narios: all single router failures, all single bidirectional
link failures, and all single router and bidirectional link
failures. Mainly we use the latter one since 30% of all
network failures are due to router failures and 70% are
due to link failures [17].
We use sample networks in our study. Most impor-
tant network characteristics for resilient networks are
the network size in terms of nodes|V|=n and in terms
of links |E| = m. They define the average node de-
greedegavg = 2·m

n that indicates the average number
of adjacent links of the nodes and is thereby an indi-
rect measure for the network connectivity. In addition,
the minimum and the maximum node degreedegmin

anddegmax are also important measures. Since today’s
well established topology generators cannot control
degmin anddegmax, we use our own topology gener-
ator which is described in [11] and which incorporates
features of the well known Waxman model [18, 19]. It
allows direct control overn, degavg, and the maximum
deviationdegmax

dev of the individual node degrees from
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their predefined average value. It generates connected
networks and avoids loops and parallels. We consider
networks of sizen ∈ {10, 15, 20, 25, 30, 35, 40} nodes
with an average node degreedegavg ∈ {3, 4, 5, 6} and
a maximum deviation from the average node degree of
degmax

dev ∈ {1, 2, 3}. We generate 5 networks of each
combination randomly. This leads in sum to 420 sam-
ple networks. For each of them we calculate the re-
quired backup capacity for each of the following re-
silience mechanisms.

• To provide only link protection (LP), we
used the LinkDetour(PLR, rtail) and
LinkBypass(PLR,NHOP ), respectively;
the set of protected failure scenarios comprises
only single link failures.(LP Detour/Bypass)

• To provide only router protection (RP), we
used the RouterDetour(PLR, rtail) and
RouterBypass(PLR,NNHOP ), respectively;
the set of protected failure scenarios comprises
only single router failures.(RP Detour/Bypass)

• To provide link and router protection (LRP),
we used both theLinkDetour(PLR, rtail)
and the RouterDetour(PLR, rtail) or
the LinkBypass(PLR,NHOP ) and
RouterBypass(PLR,NNHOP ) for the
link and router failures respectively; the set
of protected failure scenarios comprises both
single link and single router failures. (LRP
Detour/Bypass)

• As an alternative to the previous scenario, we
substitute the link backup paths through existing
router backup paths whereever possible.(LRP-SL
Detour/Bypass)

In the following these abbreviations indicate the pro-
tected failures and the applied method. Note that LRP-
SL Detour and LRP Bypass are standard path layout
approaches as proposed in [2].

4.2 Backup Capacity Requirements

We compare the backup capacity requirements depend-
ing on the network size for the 8 above defined pro-
tection options. The protection option also determines
the set of protected failure scenarios for which the net-
works are dimensioned. Each point in Figure 4 repre-
sents the average backup capacity for all 60 networks of
a specific size and the respective investigation scenario.
The chosen resilience mechanism has a significant im-
pact on the required backup capacity.
We first compare the capacity requirements for LP, RP,
LRP, and LRP-SL without differentiation between the
one-to-one and the facility backup option where possi-
ble. This makes it easy to understand the reasons for the
different capacity requirements of both concepts after-
wards. For both the one-to-one and the facility backup,
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Figure 4: Impact of the network size, the protected
failures, and the resilience mechanism on the required
backup capacity for MPLS-FRR.

router protection only requires the least resources and
in particular less resources than link protection only.
This is at first counterintuitive since router failures af-
fect also several adjacent links, but there are two rea-
sons to explain that phenomenon. Inactive aggregates
whose source or destination failed because of the router
failure make the curves for RP increase significantly
for small networks in Figure 4. However, this affects
only 2

n of the entire traffic and, therefore, this effect
shrinks with an increasing network size. Another rea-
son for the reduced backup capacity requirements of
RP compared to LP is the improved traffic distribution
around the outage location. In case of the one-to-one
backup concept, theLinkDetour(PLR, rtail) backup
paths for LP have a single point of local repair (PLR)
while the RouterDetour(PLR, rtail) backup paths
have different PLRs. Thus, the traffic is deviated over
a larger number of different links starting from differ-
ent locations in the network, which is illustrated in Fig-
ure 5. As a consequence, the required backup capacity
for the same scenario is distributed over a larger num-
ber of different links in the network which increases
the potential for backup capacity sharing for differ-
ent scenarios. In case of the facility backup concept,
theLinkBypass(PLR,NHOP ) backup paths of LP
have a single point of local repair (PLR) and a single
merge point (MP) at the next hop (NHOP) while the
RouterBypass(PLR,NNHOP ) backup paths have
different PLRs or different MPs at the next next hop
(NNHOP) as illustrated in Figure 6. This leads to an
even stronger diversification of the rerouted traffic and,
therefore, the gap between RP Bypass and LP Bypass
is larger than for the detour concept.
LRP uses the backup paths of both RP and LP and
requires clearly more capacity than their maximum.
Hence, LP allocates its capacity at different loca-
tions compared to RP. As a consequence, the substi-
tution of theLinkDetour(PLR, rtail) backup paths
through suitableRouterDetour(PLR, rtail) backup
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Primary Paths

Backup Paths

Figure 5: In case of router failures the one-to-one
backup concept deviates the traffic from different lo-
cations in the network, which leads to a better traffic
distribution than in case of link failures.

Primary Paths

Bypass LSPs

Figure 6: In case of router failures the facility backup
concept deviates the traffic from and also to different
locations in the network, which leads to an even better
traffic distribution.

paths for the one-to-one concept and the substitution
of theLinkBypass(PLR, rtail) backup paths through
suitableRouterBypass(PLR, rtail) where possible
(LRP-SL) leads to a notable reduction of required
backup capacity in Figure 4. However, the last links of
the primary paths cannot be protected by suitable router
backup paths. This backup capacity reduction tech-
nique is very effective for the facility backup. Since
one LinkBypass(PLR,NHOP ) is used by many
primary LSPs, the subsitution of link bypasses through
router bypasses increases the traffic spreading and re-
veals an enormous capacity savings potential.
In all considered investigation scenarios, the facility
backup concept always requires more capacity than
the one-to-one backup concept. This is clearly due to
the reduced capacity sharing potential: it uses a single
path to carry the traffic of many affected primary LSPs
whose traffic is spread over many links by detour LSPs.

4.3 Configuration Overhead: Number of
Backup Paths

As mentioned above, resilience mechanisms differ re-
garding their configuration overhead. The number of
the paths contributes to the number of connection states
in the network. Therefore, we compare this measure for
the investigated scenarios.
Figure 7 shows the average number of backup-LSPs
per primary LSP depending on the network size. For
the one-to-one backup concept, the number of backup
paths scales with the average path length in the net-
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failures, and the protection method on the configuration
overhead.

work as follows. The number of backup paths for LP
is exactly the average path length. The number of in-
termediate routers along a path is smaller by one than
the number of links and, thus, the number of backup
paths for RP is smaller by exactly one than for LP.
LRP uses both all link detours from LP and all router
detours from RP and, therefore, its number of backup
paths is their sum. LRP-SL uses all router detours from
RP to substitute appropriate link detours in LP which
leads to a protection of link and node failures while
keeping the number of backup paths as low as for LP-
Standard. For the facility backup concept, the number
of backup paths for LP is exactly the number of links
m. This yields an average per aggregate ofmn·(n−1) and
decreases with the network size. We approximated the
number of backup paths for RP asn · deg2avg. The re-
sults of our evaluation in Figure 7 reveal that this is an
upper bound only. Not all routers serve as transit nodes
and not all combinations to tranport transit traffic over
the adjacent links of a node are actually used. This ef-
fect is extremely strong for small networks where many
aggregates are direct connections between neighboring
nodes. The number of backup paths for LRP is as be-
fore the sum of LP and RP. LRP-SL substitutes link
bypasses with router bypasses for all links within a pri-
mary LSP except for the last one. Since each link is at
least once the last link within the primary LSP that con-
sists of exactly one link connecting neighboring nodes,
this does not reduce the number of required backup
paths.

The facility backup clearly requires less backup paths
than the one-to-one backup since one bypass can pro-
tect several primary LSPs. While LRP requires less
than one bypass per primary LSP for the facility con-
cept, it requires almost2 − 5 detours per primary LSP
for the one-to-one concept.
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4.4 Comparison of the Required Backup
Capacity for Restoration, End-to-End
Protection, and Local Protection

In previous work [11] we investigated the backup
capacity requirements for the self-protecting multi-
path (SPM) and for shortest path rerouting (SPR). We
consider them and also equal-cost multipath (ECMP)
rerouting for a comparison with both MPLS-FRR con-
cepts regarding the required backup capacity. All single
link and node failures are protected.
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Figure 8: Impact of the network size, the protected
failures, and the resilience mechanism on the required
backup capacity for restoration, end-to-end protection,
and local protection.

Figure 8 shows the averages of their required backup
capacity depending on the network size. The SPM re-
quires by far the least capacity, followed by ECMP, and
SPR. LRP-SL, proposed as the standard path layout for
the one-to-one backup, requires21− 26% more capac-
ity than SPR. LRP, proposed as the standard path layout
for the facility backup, requires47−86%more capacity
than SPR. However, MPLS-FRR reacts within tens of
milliseconds while SPR as a simple restoration mech-
anism reacts only within seconds. The reduced config-
uration overhead of the facility backup concept comes
at the expense of additional required capacity if LRP is
used as proposed in the standard. Here, LRP-SL helps
to reduce the capacity requirements to almost the same
level as for the one-to-one backup concept while keep-
ing the configuration overhead low. The SPM seems to
be the most attractive resilience mechanism since it re-
quires the least capacity and it is relatively fast as it im-
plements end-to-end protection. However, in contrast
to MPLS-FRR, it needs load balancing capabilities and
it is not a standardized approach.

5 Summary and Conclusion

We first gave an overview of restoration and protection
mechanisms for packet-switched networks. Then we

explained the MPLS-FRR framework introduced by the
IETF which is intended for fast local protection. It only
standardizes protocol signaling issues and the behavior
of the label switched routers (LSRs) in case of network
element failures. It does not recommend the layout of
the backup paths themselves, which is still an open re-
search issue. These backup paths should be short, easy
to configure, easy to calculate, and they should require
only little additional backup capacity when backup ca-
pacity sharing is possible.
The MPLS-FRR framework specifies two different pro-
tection types: one-to-one backup using detour LSPs
and facility backup using bypass LSPs. We first clar-
ified the requirements for these backup structures and
considered a simple mechanism that sets up link and
router detours and bypasses, respectively, for all sin-
gle link and node failures (LP,RP,LRP Detour/Bypass).
The backup paths take the shortest paths that avoid the
outage location. We further considered a link detour
and link bypass substitution (LRP-SL Detour/Bypass)
approach.
We evaluated the required backup capacity and the
number of backup paths per primary path for the above
mentioned backup options. To that end, we conducted a
parametric study taking into account 420 artificial net-
works of different size in terms of nodes, different node
degree, and different regularity (degmax

dev ). Our results
show that the facility option in conjunction with the
LRP path layout proposed as standard for detours [2]
requires more backup capacity than the one-to-one op-
tion in conjunction with the LRP-SL path layout pro-
posed as standard for bypasses [2]. This is due to a
better distribution of the backup traffic in failure cases
achieved by LRP-SL. However, the configuration over-
head of the facility backup concept is clearly smaller. If
the LRP-SL path layout is also used for the facility op-
tion, the backup capacity requirements become nearly
as low as for the one-to-one concept. Since the config-
uration overhead remains low, this is advisable.
Finally, a comparison with other resilience mechanisms
showed that the self-protecting multipath (SPM) re-
quires by far the least backup capacity, followed by
shortest equal-cost multipath rerouting (ECMP), and
single shortest path rerouting (SPR).
Our findings have shown that very simple heuristics for
the layout of the backup paths already yield a signif-
icant reduction of the required backup capacity which
may stimulate more complex and efficient heuristics to
obtain further savings. Currently, we work on further
simple modifications for the facility and the one-to-one
backup that increase the spreading of deviated traffic
[20, 21].
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