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Abstract— The next step in the evolution of UMTS is the specifically, we try to answer the question: Which service
Enhanced Uplink or high speed uplink packet access (HSUPA), qualities do the users get given a pre-defined network sioéhar
which is designed for the efficient transport of packet switched This means that we assume that the operator has chosen
data. One of the major novelties is the relocation of the scheduling . ) .
control from the RNC to the NodeB which enables a faster reac- & scheduling strategy and knows the traffic demand in the
tion to cell load and radio condition variations. Our contribution ~ Network. We look at the system on flow level, which means
is an analytic modelling approach for the performance evaluation that we consider data traffic regardless of the protocol and
of the UMTS uplink in a single cell with best-effort users over content as a continous flow of data. We further assume that

the enhanced uplink and QoS-users over dedicated channels. _ it ;
The model considers two different scheduling discplines for the ter;zsﬁctzg:igsers use best effort applications which generate

enhanced uplink: Parallel scheduling and one-by-one scheduling. . . . .
The model also considers the effect of power control errors and ~ Related work which can be found in the literature is e.g. [5],
other-cell interference fluctuations as well as multiple dedicated where a queueing analysis for the CDMA uplink with best-

channel service classes. _ ~ effort services is presented. A similar approach has bdemta
ﬁ%ﬁ?ﬁgsﬁnggge“ﬂnﬁn?“ﬁa ﬁg?ﬁg&eﬁléﬂ:zg' HSUPA, radio i, 16], which introduces a dynamic slow down approach for the
' best-effort users. Our contribution differs from the men&d
|. INTRODUCTION AND RELATED WORK works by considering specifically the features of the enkdnc

The enhanced uplink (sometimes also referred to as higplink, and by including imperfect power control and log-
speed uplink packet access — HSUPA) marks the next stegnisrmally distributed other-cell interference into the rabd
the evolution process of the UMTS. Introduced with UMTS he radio resource management (RRM) model resembles the
release 6 and specifically designed for the transport ofgéackpproach in [7], where an analysis for best-effort traffierov
switched data, it promises higher throughput, reduced giackate controlled dedicated channels on the UMTS downlink was
delay and a more efficient radio resource utilization. A itieda done.
overview can be found e.g. in [1] or [2]. The enhanced uplink The rest of this paper is organized as follows: First we
introduces a new transport channel, the Enhanced-DCH (@&fine in Sec. Il a radio resource management strategy which
DCH) and three new signalling channels. The E-DCH carovides the frame for our calculations. This forms the Hase
be seen as a "packet-optimized” version of the DCH. THbe interference and cell load model in Sec. Ill. In Sec. I\, w
major new features are: Hybrid ARQ, implemented similarilglescribe the rate selection and admission control meahanis
as in the high speed downlink packet access (HSDPA), NodeRhich is then used for a queueing model approach in Sec. V.
controlled fast scheduling, and reduced transport timerwals In Sec. VI, we show some numerical examples and finally we
(TTI) of 2ms. conclude the paper with Sec. VII.

The NodeB-based scheduling introduces a new flexibility
into the UMTS air interface, since it enables the vendor
or operator to implement a scheduling mechanism which is
between two fundamentally different scheduling paradigms The scheduling of the E-DCH users is done in the NodeBs,
One-by-one scheduling and parallel scheduling. In [3] it ishich control the maximum transmit power of the mobiles and
shown that the best scheduling strategy in terms of throuighpherefore also the maximum user bit rate. The NodeBs send
is to schedule users which cannot utilize the total radigcheduling grants on the absolute or relative grant channel
resource due to transmit power constraints in parallel,thad (AGCH and RGCH, resp.), which either set the transmit power
rest in an one-by-one manner. A similar conclusion has be&n an absolute value or relative to the current value. The
found in [4] by means of dynamic programming. Both worksnobiles then choose the transport block size (TBS) wich is
implicitly assume that an uplink synchronization mechamismost suitable to the current traffic situation and which does
exist which avoid that scheduled tranmissions are intiexfer not exceed the maximum transmit power. The grants can be
with each other. sent every TTI, i.e. every 2ms, which enables a very fast

The subject of this work is the performance evaluatioreaction to changes of the traffic or radio conditions. Gyant
of the enhanced uplink for a given network scenario. Moman be received from the serving NodeB and from non-serving

Il. RADIO RESOURCEMANAGEMENT FOR THEE-DCH
BESTEFFORT SERVICE



NodeBs. However the latter may just send relative DOWNhis means that the received signal power (i.e. the E-DCH
grants to reduce the other-cell interference in their cefls interference) of the E-DCH users depends on the amount of
our model, we consider grants from the serving NodeB onlgledicated channel and other-cell interference. More pedgi
Generally, the WCDMA uplink is interference limited.the E-DCH users are slowed down if the DCH or the other-
Therefore, following [8], we define the load in a cell as cell load is growing, or are speed up, if more radio resources
fp+Ig+1, are availablg for the E_-DCH users. If we now assume that
e (1) the buffers in the mobiles of the E-DCH users are always
X A Io+WNy saturated, we can use this relation to calculate the gr&de-o
with Ip and Ix as received powers from the DCH and Eservice the E-DCH users receive depending on the scheduling
DCH user$ within the cell, I,,. as other-cell interference from strategy.
mobiles in adjacent cell$}” as system chip ratéy, as thermal

n=

noise power spectral density afgl= I+ I+ I,.. It can be IIl. INTERFERENCE ANDLOAD MODEL
readily seen that this load definition allows the decompmsit Let us consider a NodeB in a UMTS network serving a
of the cell load after its origin, hence we define single sector or cell, respectively. In the cell is a numbier o
N i i DCH users, each connected with a service classeS. The
1= Torwio T TorWRo T Tt Wy (2) service classes are defined by bitrate and tafg¢iN,-value.
=1Np +NE + Hoc Additionally, nr E-DCH users are in the system. The state

subject tor) < 1. The goal of the RRM is now twofold: First, Vectorn comprises the users per DCH service class,and
the cell load should be below a certain maximum load in ord#te E-DCH users::

to prevent outage. Second, the RRM tries to maximize the
resource utilization in the cell to provide high service Iiies

to the users. The second goal allows also the interpretafionEach mobile power controlled by the NodeB perceives an
the maximum load as a target load, which should be met eisergy-per-bit-to-noise ratiak,/Ny), which is given by

close as possible. Since the DCH-load and the other-call loa .

cannot be influenced in a satisfying way, the E-DCH load can ép = KL (5)

be used as a means to reach the target cell load. The fast Rr WNy + Iy — Sk

scheduling gives operators the means to use the E-DCH begtthis equation,V is the chip rate of3.84Mcps, R, is the
effort users for "waterfilling” the cefl load at the NodeBs up radio bearer information bit ratéV, is the thermal noise power
to a desired target. This radio resource management stratg@nsity, S;. is the received power of mobile and Iy is the

is illustrated in Fig. 1. The total cell load comprises thenyltiple-access interference (MAI) including the own- and
varying other-cell load, the load generated by DCH useggher-cell interference. We assume imperfect power cgntro
and the E-DCH load. The received power for the E-DCHp the receiveds, /N, is a lognormally distributed r.v. with

users is adapted such that the total cell load is close to g targetk;,/No-value e, as mean value [9] and parameters
maximum load. However, due to the power control error and _ er - 009 and o = Stde,] - 249 The received power
the other-cell interference there is always the posgibiita f egch mé%”e is calculated from125) as

load "overshoot”. The probability for such an event shoutd b

ﬁz(”lw‘w”\Sh”E)' (4)

kept low. So, the cell load is a random variable due to fast g, — &, . (WNy + 1) with &) = ﬂ (6)
W + ér Ry,
R e We define the r.vw;, asservice load factor (SLF) depending
7 oo o on the bit rate and the&,/Ny-value. The sum of all con-
currently received powers constitutes the received owvlin-ce
/le E-DCH users interference, i.e.
_ Ip()=>_3" S and Igm)=»_ S, (7)
o s€S keng jeng,

/loc  other-cell PO . o
0 Ip is the total received power of the DCH users ahg of

the E-DCH users. Note that the number of currently active

Fig. 1. lllustration of the RRM principles for the E-DCH beffort service. E-DCH usersn}, depends on the scheduling discipline. For

] ] ] parallel schedulingrf, = ng, since all users are concurrently
fluctuation of the receiveds, /Ny values. We define that the active. For one-by-one schedulingg | = 1 since in this case

goal of the RRM is to keep the probability of the total celhpny one E-DCH user is transmitting at the same time.

time

load below a maximum tolerable probabilipy: The substitution off , and I in Eq. (2) with Eq. (7) gives
P{h>n"} <p. (3) Us then the load definitions depending @on
INote that variables: are in linear and: are in dB scale Ap(n) = Z Z @, and fg(n) = Z wj, (8)

2corresponding to a sector in case of multiple sectors per Blode SES kEn, jENE



and the total load as whereég is the E}, /N, for the E-DCH RAB. Note that here
L L L . we assume that the targel;/ Ny-values are equal for all rates.
() = 0p(R) + 75 (7) + foc- ©)  However, this restriction ca/n be easily avoided by intrédgc

We assume the service load factors as lognormal r.v.'s withdividual targetF),/Ny-values for each rate (and), if they

parametersu, o derived from the mean and variance of thare available.

E, /Ny distributions. These parameters depend on the servicelhe next step is to select the information bit rate such that

class of the users, but are equal for all users within onesclag3) is fullfilled:

So we can writeE[w;] = E[w;] for all mobilesk with the ,r

. . Rp(n) = Rz P(fp(n a'Ai ocZA*S
same service class The other-cell load;,. is modelled as p(7) = max{R; p| P(p(R) + 1 - Gip + Noe 2 77°) (Iljtl})

anslpdepﬁ]nd;ar;t ll(?gnormal rv. find dent | I The actual user bit rates are now calculated according to the
_>mnee the ?a oad is a sum of in ependent lognorma yscheduling mechanism under the condition that the rate is
distributed r.v.'s, we assume that the cell loadlso follows a higher than a certain minimum bit rat8y, 5 In case of

. . . . . . min, £ -
lognormal distribution [10]. We get the distribution pareters arallel scheduling, the user bit rate is simply the infdii
from the first moment and variance of the cell load which cgn, .o |1 case o;‘ one-by-one scheduling, the user bit rate
be calculated _dlrectly fro”? the_moments Qf the SLFs. qu approximated by dividing the information bit rate by the
accuracy of this approach is validated e.g. in [7].

Another novelty of the E-DCH is Hybrid ARQ (HARQ), number of E-DCH users:

which combines the automatic-repeat-request protocah wit Rp(n), if Rp(n) > Rmne and par. sched.
code combining techniques. The use of HARQ (either ChasRy (7i) = E“%g), if %fj’) > Rminp and o-b-o. sched.
combining or incremental redundancy is possible) enables 0 else.

lower target#;, /N, values due to reduced block error rates, (12)
but for the sake of an additional overhead due to more retrans

missions. This trade-off is adjustable and can be chaiaeter 4 o

by the mean number of retransmissions. It can be modell s«
as a constant gain which is included in the targgtNy of g0
the E-DCH and with an additional overhead on the mean di%sooo
volumes of the E-DCH.

—5 DCH users, par

---5DCH users, obo
10 DCH users, par
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IV. RATE ASSIGNEMENT ANDADMISSION CONTROL 1000

0

The available E-DCH load depends on the DCH and othe 01 0z 03 04 05 06 07 2 cHGes D
cell load. The task of the RRM is to assign each E-DCH
mobile a service load factow such that the E-DCH load Fig- 2. Mapping of service load Fig. 3. Rate selection for varying
is completely utilized if possible. Due to the very flexibldactors to bit rates DCH and E-DCH loads

scheduling mechanism of the E-DCH, this can be reachedrig,re 2 shows the mapping of the service load factors to
in several ways. We consider two fundamentally differenttqrmation bit rates in case of perfect power control and
scheduling disciplines: The first one is parallel equadraf target#, /N, of 3dB. The optimal case indicated by the

scheduling, which means that every E-DCH user gets the saighed line is calculated from the definition of the service
service load factor in every TTI. The second is equal-ra& ongaq factors asRopt = ==Y The solid line shows the

by-one-scheduling, where each E-DCH user gets the maxim}responding rate calculated from the TBS. Both curves are
possible service load factor in a round-robin-fashion. éNogery close to each other, and we see that for high SLFs, a small
that we assume for the latter discipline that the E-DPDC ange means a large change on the bit rate. Figure 3 shows
(the enhanced dedicated physical data channels) are perfefe E-pCH bit rate per user for different number of DCH and
synchronized, hence do not generate any interference to €gCHcH ysers. The solid lines show the parallel schedulisg ca
other. ) ) and the dashed the one-by-one scheduling. Different colors
Generally, the user bit rate depends on the magnitude of {igjcate different numbers of concurrently active DCH sser
E-DCH cell Ioadlwhlch may be genergted without violatingye see that for only one E-DCH user, parallel and one-by-
the RRM target in (3). The channel bit rate of the E-DCHne scheduling have naturally the same throughput. However
is defined by the amount of information bits which can bgiih more E-DCH users we see the gain of the one-by-one
transported within one TTI._This quan_tity is defined in [1Y] bscheduling over the parallel scheduling increases, which i
the set of transport block siz€BS. With a TTI of 2ms, the pecayse for the first, the users do not interfere with eactroth
information bit rate per second follows & ;, = T'BS;-500, anq thus are able to utilize the radio resources more effigien
wherei = 1,.. 5 |TBS| indicates the index of the TBS. We; o get high SLFs and correspondingly also high bit rates. W
further definer; ; = 0. With this interpretation we can mapgee fyrther that this gain depends on the number of DCH users
the E-DCH bit rate to a service load factor according to EJ. (§, the system: With more DCH users, the gain shrinks such
as A enR! that with 10 DCH users, there is nearly no gain for the one-
Wi,.B = Wv (10)  py-one scheduling. The reason is that in this case the alila




resources for the E-DCH are already quite low and thus orgyven by
enables SLFs with lower corresponding rates. 15(R) = ng - Rp(n)
The admission control (AC) is responsible for keeping the E[Vg])’
cell load below the maximum load. We model the AC on bas{§here £[17;] is the mean traffic volume for the E-DCH users.
of the RRM target condition as follows: If a new connection The resulting queueing system is a multi-senddgM/ /n —
is to be established to the network, the AC calculates t€oss system with state dependent departure rates for the E-
probability for exceeding the maximum load for the statjcy ysers. Note that we here approximate the one-by-one
vectorn + 1, 5, wherel, p denotes a single connection withschequling case, which constitutes &fyM/1 — RR system
service class or and E-DCH connection. If the probability is,yith, state dependent service times, with&j{\ /n—0 system
higher than the target probabilify, the connection is rejected, yith state-dependent service times. We are now interested i
otherwise the connection is admitted. So, we calculate thgicyjating the steady-state distribution of the numbeusafrs
parameters for the distribution of the expected cell 1gad  , the system. Since the joint Markov process is not time-
exactly as in (9), but with theinimum possible SLF for the E reversible which can be instantly verified with Kolomogdsov
DCH users which corresponds to the minimum bit g z°  yeversibility criterion, no product form solution existShe

_= = . steady state probabilities follow then by solving the matri
nac(+ L) =np(+1gp)+ Y Gming + Noe. (13) equat?/on P Y 9

jeng Q- 7=0 sit. Z’/’T =1 (15)

The Figures 4 and 5 illustrate the principle of the admissiqn  _ . . .
control and rate selection. Fig. 4 shows the mean anqbtthe?or 7, where( is the transition rate matrix. The rate matéx

quantile (herep, — 95%) of the cell load distribution for 5 is defined with help of the bijective index functienn) : Q@ —

DCH users and an increasing number of E-DCH users wi ,eV\tTall‘r:gitriT(])?lpththe s_tate v_eitiﬁrticr)] ;:'p{ﬂf&;ﬂﬁi l?tl;tr\]/qvgg;
parallel scheduling. The target load 48 = 0.85. Note that 7Q(¢(n),¢(n )

the results from a Monte-Carlo-simulation which uses rmeStateSﬁ andn £ 1 is then

(14)

Ey/Ny-values, denoted by dashed lines, are very close to the q(d(n), p(n+ 1)) = s (16)
analytlc_;al r(_esults, which shqws th_e accuracy of th(_e lograbrm a((n), (i + 1p)) = A (17)
approximation. Due to the discretization of the availalslies, X o

the p,-quantile does not exactly meet the target-load, but stays q(6(n), ¢(n _715)) =Mt Hs (18)
just below. Since the variance of the cell load is decreasing q(p(n), (0 — 1g)) = pp(n) (19)

with the number of users in the system, the mean load corgg; all valid states in the state space&? and
closer to the target load with an increasing number of 16(R), (7 + 1)) = 0 otherwise

DCH users. This is also well visible in Fig. 5, where thd ’ '

corresponding cell load pdfs are shown. Lighter colorsdat$ VI. NUMERICAL RESULTS

less E-DCH users. The vertical line indicates the targed.loa |, this section we give some numerical examples for our

model. Our scenarios, if not stated otherwise, consist of tw
target load rgetoad service classest4 kbps QoS-users (i.e. DCH users) with a

B N e NG A ? target#, /Ny of 4dB and the E-DCH best effort users with a
< 08 p._quambo,ceu toad 6 target#, /Ny of 3dB. The service probabilities ayg = 0.4
% mean cell load 84 andpE =0.6.

increasing number,

0.75 \4 = of E-DCH users
2 0., 025
——DCH parallel ——DCH parallel

——E-DCH parallel ——E-DCH parallel
0.7, 8
0 .
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Fig. 4. Mean cell load and 95%- Fig. 5. Cell load pdfs for parallel

quantiles for parallel scheduling. scheduling. ot
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V. CAPAC ITY M ODEL ° total gmva\ ra&éo

. . . . ... (a) 60kbps min. E-DCH bit rate  (b) 200 kbps min. E-DCH bit rate
Now we assume that calls arrive with exponentially dIStrIb-( ) P ®) P

uted interarrival times with meaﬁu. The users choose a DCH Fig. 6. Comparison of block. prob. for different minimal E-DCH tates
service class or the E-DCH with probabilify, z, hence the

arrival rates per class alg g = p,g-A- The holding times for  In the first scenario we compare the blocking probabilities
the DCH calls are also exponentially distributed with m%]an between parallel scheduling and one-by-one scheduling. In
For the E-DCH users we assume a volume based user trafffig. 6(a), Rmin,z is 60kbps. E[Vg] is 72kbit. Red lines
model [12] with exponentially distributed data volumes.eThindicate the blocking probabilities for the E-DCH usergjebl
state-dependent departure rates of the E-DCH users are tliees for the DCH users. We see that the blocking probadbdliti



for the DCH users are higher than for the E-DCH users. The VII. CONCLUSION
reason is that due to the low minimum E-DCH bit rate and \y,e proposed an analytical model for the UMTS enhanced
the resulting low minimal service load factor, E-DCH Usergplink for a single cell. The model considers two funda-
may still connect to the system if DCH users are alreadyental different scheduling mechanisms or multiple access
blocked. The comparison of the parallel (solid lines) witlechniques: Parallel scheduling, i.e. classical CDMA, and-
the one-by-one scheduling case (dashed lines) shows thati-one scheduling, i.e. a mixture between TDMA and CDMA.
throughput gain of the one-by-one users lead to lower btarkiThe model considers the effects of imperfect power control
probabilities, and also to a higher difference between D& aand varying other-cell interferences. Because of thesattsff
E-DCH users. the bit rate selection for the E-DCH users and the admission
In Fig. 6(b), the scenario is equal to the previous with theontrol is based on a probabilistic metric, which states ¢ha
exception thatRminz is 200 kbps. In this case, the minimal certain maximum cell load should not exceeded with a certain
sevice load factors for the E-DCH user is higher than the log@dobability. In the numerical results, we showed that the-on
requirements of the DCH users, which is the reason why thg-one scheduling has the biggest performance gain over the
E-DCH blocking probabilities are now higher than the DChparallel scheduling if the number of DCH users is low, i.e. if
blocking probabilities. We see further that the DCH blockinthe own-cell interference level in the cell is low. We funthe
probabilities for both scheduling discplines are now vdose saw the effect of a minimum allowed bit rate for the E-

to each other. DCH users on the blocking probabilities and on the user bit
. - rates. In future work, the model will be extended to multiple
ke o, o ~ ool e | cells, which enables the investigation of the relative DOWN
Ry, £ = 200K0pS, ol o or,.-2omspn|  grands from adjacent NodeBs. Further extensions are eg. th
400/| ¢~ Ruin, ¢ = 200kbps, obo) -0-Riin, & = 200kbps, obo|
1

inclusion of transmit power restrictions of the mobiles,reo
sophisticated fairness schemes or admission control sshem
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