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Abstract— Restoration or protection switching mechanisms
protect traffic in packet-switched networks against local out-
ages by deviating it around the failure location. This assures
connectivity, but sufficient backup capacity is also needed to
maintain quality of service (QoS) for the duration of the outage.
To that end, sufficient capacity must be provided on the links
so that the network can survive a set of protected failure
scenarios without congestion due to redirected traffic. The self-
protecting multipath (SPM) is a protection switching mechanism
for which the required backup capacity can be minimized by
linear optimization methods. However, unprotected multi-failures
may lead to congestion in such “resilient networks” since backup
capacity may be missing. In this paper, we quantify and compare
the impact of unprotected double failures on the QoS for the
optimized SPM, single shortest path routing (SSP), and equal-
cost multipath (ECMP) routing.

. INTRODUCTION

. I . mi
Protection switching methods are used to deviate aﬁectaé

such that the sharing of backup capacities is maximized and
that the overall capacity requirements of the network are
minimized. Such “resilient networks” provide full protem
only against failures considered i§. As SPM networks
require substantially less capacity than SSP or ECMP net-
works, the motivating question for our investigation is: do
SPM networks encounter more severe QoS violations than
SSP/ECMP networks if unprotected failures occur? Thus,
we study the connectivity and the potentially lost traffic of
all traffic aggregates due to unprotected multi-failuresl an
contrast them for networks that are dimensioned to protect
all single link and router failures with SPM, SSP, or ECMP
routing.

The paper is structured as follows. Section Il explains the
SPM and summarizes the results regarding the backup capacit
nimization. Section Il analyzes the impact of unplanned
uble failures on the connectivity and the lost traffic fe\g

traffic quickly in case of network failures. They are usuall;gsp, and ECMP routing when the network is provisioned to

embedded in a connection-oriented network architecture. E
instance, a primary path may be protected by a disjoint hack

survive all single failure scenarios without QoS degrauati
I‘i'inally, we summarize this work and draw our conclusions in

path such that if one network element of the primary pa@ection vV

fails, the source router can quickly redirect the traffic he t
backup paths. The backup paths require backup capacity to |II.

carry the deviated traffic in failure cases. In packet-dvatt

networks, several backup paths can share this capacitymi

they are activated in different failure scenarios. Thisurss

the required backup capacity and thereby the entire capi

expenses for the network. The self-protecting multipatPM$
[1] is a protection switching algorithm whose structure sists
of several disjoint paths from source to destination oveictvh
the traffic is distributed according to a load balancing fiorc

If one of the paths fails, the traffic is redistributed ove

RESTORATION AND PROTECTION SWITCHING

én this section we give a short overview on various resilenc
chanisms and summarize results regarding the backup ca-
?aflalcity minimization of the SPM.

A. Restoration Mechanisms

Restoration mechanisms take actions only after a network
failure. They try to find new routes or set up explicit backup

aths when the traffic cannot be forwarded anymore due to
Fi)nk or node failures. The disadvantage of such methods is

the working paths according to another pre-computed |0%vious: they are slow. The re-convergence of the IP routing

balancing function.

If the routing and the rerouting of the traffic is known[z] [3].

algorithm is a very simple and robust restoration mechanism
It routes the traffic along least-cost paths whigle a

for a set of protected failure scenariss links in a network  ¢n4'hy distributed routing algorithms as long as the netwo
can be provisioned with so much capacity that overload @ hysically connected. The cost of a path is determined by

backup paths due to redirected traffic is avoided. We

QRe sum of the virtual costs of its links that are normally set

that for standard single shortest path (SSP) and equal-C@shne (hop count metric). Single shortest path (SSP) rgutin
multipath (ECMP) routing, i.e., their cost metric is based Oty \yards the traffic only over a single shortest path. If save
the hop count. For the SPM, we calculate optimized 103, hops exist that lead to least cost path to the destmatio

balancing functions for the working and the failure scevsri
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the one with the lowest node ID is chosen to make the single

apath deterministic. In contrast, equal-cost multipath NEC

routing distributes the traffic rate equally to all such neaps
and forwards the traffic along a multipath structure.
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B. Protection Switching Mechanisms a non-resilient network by:;’z andCg is the required capacity

A good overview on protection switching is given in [4]. in a resilient network_ to protgct all failure scenarios $n _

1) End-to-End Protection with Primary and Backup Paths?S Shortest path routing requires the least network capacit
Backup paths are set up simultaneously with primary pattis 8@ forward the traffic in the failure-free scenario, we take
in case of a failure, the traffic is just shifted at the head ergPP routing as the baseline for our comparison and define
router of a broken primary path to the corresponding backdtipe relative required backup capacity Ey&%ssp 100%. In
path. This is called end-to-end (e2e) protection. It isefastpacket-switched networks, backup resources are sharedgamo
than restoration, but the signalling of the failure to thede different aggregates in different failure scenarios. Taskup
end router takes time and traffic being already on the way dapacity sharing can intentionally be used to minimize the
lost. required backup capacity and, thereby, the overall expgense

2) Fast Reroute MechanismaviPLS fast reroute (FRR) for the network.
tackles the problem of lost traffic in case of e2e protection. |n [10], we optimized the load balancing function of the
Backup paths towards the destination are set up not onlysgbn to reduce the required backup capacity. We studied
the head end router of the primary path but also at almgsig different random networks constructed according to the
every intermediate node of the path [5]. Then, a backup athgigorithm in [11] which allows to rigidly control the networ
immediately available if the path breaks at some locati®RF gjze n, the average node degre®y, and the maximum
mechanisms also exist for IP networks. Several solutioBs eviation of individual node degrees from that averagE
being discussed, but a preferred method is not yet establliskcor the sake of simplicity, we assumed homogenous traffic
[6]-(8]. matrices, i.e., all nodes exchange the same amount of fraffic

3) Self-Protecting Multipath:The self-protecting multipath and dimensioned the network in such a way that it is resilient
(SPM) [1] is a special e2e protection switching mechanisigy g|| single link and single node failures.

Its path layout consists of disjoint paths and the traffic is

distributed over all of them according to a load balancing e Notwork charactorisics 10 -
function (see Figure 1). If a single path fails, the traffic § 100 L.E 4 n=15
is redistributed over the remaining working paths accadin 2 ¢ 3 2;22 o
to another load balancing function. Thus, a separate Ioad% 80 % E«; E‘E.“;, . gavgf j °
balancing is required for every pattern of failed and wogkin ¢ o0 MMy ibs5
paths. The path layout for the SPM is calculated preferably £ | S 6’ B = ? .
by the k-disjoint-shortest-path algorithm [9] to maximiie S ol ° 52
number of disjoint paths and the load balancing function can g =® ﬁ@o émamevzss 2
be optimized by non-integer linear programs [10]. § 20 ¢ % ®oog o . SPM @
o ‘
2 3 4 5 6

Avg. number of disjoint parallel paths k*

Fig. 2. Backup capacity for 240 random networks with resiie against
single link and single node failures.

Figure 2 illustrates the required backup capacity for the
240 random networks that were dimensioned for resilience
Fig. 1. The SPM Qistribu_tes the traffic over disjoint pathgcading tq a against all Sing]e link and Sing|e router failures. We SEEdpl
I;);crjlst.)alancmg function which depends on the pattern oédadnd working 5 networks for each combinatic(n, 6avg7 552?() and each point

in the figure corresponds to the average values of these 5
) o ] o networks. The x-axis shows the average number of disjoint
C. Routing Optimization for Network Dimensioning paths in the networks and the y-axis shows the required Ipacku

The traffic matrix and the routing determine the load on theapacity. The average number of disjoint parallel pathsf
links. Thus, the required link bandwidths can be calculatednetwork is strongly correlated with its average node degre
for a given traffic matrix and routing. If a failure occurs ind.g and the figure proves that the required backup capacity
the network, the routing changes due to protection switchiman be effectively reduced with an increasing number of
or rerouting which leads to a different required capacity fgarallel paths. In contrast, the network size has no sigmific
the links. Using the maximum of the capacities for a linkmpact. In [11] we have shown that SPP routing requires
that result from a set of protected failure scenarbdeads significantly more backup capacity to make the network re-
to a resilient network provisioning, i.e., protected fadlsl silient against the same failures. Therefore, the SPM seems
do not cause congestion due to redirected traffic in suchaga a promising protection switching approach. However, a
network. The required network capacity is the sum of thaitical question remains: are the capacity savings of 1AM S
capacities of all links in the network. We denote the reglirecompared to SSP routing at the expense of reduced resiliency
network capacity for a routing or resilience mechani¥nin against unprotected multi-failures?
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[1l. RESULTS is independent of the link bandwidths. SSP and ECMP always

In this section, we assess the impact of double failures 8Rd & route through the network as long as it is physically
the amount of disconnected and congested aggregates an§¥Hected. In contrast, the SPM uses explicit routes theat ar
the lost traffic by mathematical analysis. We compare theSgt automatically reorganized when they are broken. If the
measures in networks using the rerouting of standard S§FM has only two disjoint paths, the failure of an element
ECMP, and the optimized SPM as resilience mechanism. THe€ach of these paths disconnects the corresponding traffic
networks are dimensioned in such a way that they have eno@ggregate. In such a situation, the connectivity is losi tme
capacity to carry the traffic to support their traffic matrix i failure is repaired (SPM-INTR), or it is restored by chargin

all single link and node failures. the transport paradigm for this specific aggregate from the
o connection-oriented SPM to connectionless SSP or ECMP
A. Motivation and Test Network forwarding (SPM-SSP, SPM-ECMP).

We consider the Labnet03 for our initial studies. ltstogglo  The functionD(g,s) yields zero if the aggregatge G is
is given in Figure 3 and it is typical for North-Americanstill connected in the failure scenari otherwise it yields
core networks. It comprises=20 nodes andn=>53 links. one. The se¢ comprises all traffic aggregates in the network.
The network has a resilient structure since a single link @he traffic rate of a single aggregatee G is given by

node failure cannot divide the network into two different;(g)_ We calculate the percentage of the disconnected traffic

components. However, the simultaneous failure of the nod@g(D(_ 9) = 29c6%9DO9 5 aach failure scenarice S

; 2geGe(g) .
Hou gn_d All separate the nodes NeO, Orl, and Mia from tr}gther than the f)eercgentage of the disconnected aggregates.
remaining network.

However, this difference is not important in our study sinee
Tor use homogeneous traffic matrices, i.e., the traffic rate doetw
' all border routers is the same. Based on these failurefgpeci
percentage&s (D(.,9)), s€S, we derive the complementary
v distribution function (CDF)P(Eg(D(.,s)) > x|s€ S) of the
percentage of disconnected traffic under the conditionttieat
failure scenarics belongs to the sef.

Figure 4(a) shows the CDF of the disconnected traffic for
SSP, ECMP, and SPM. In case of the double link failures
Si., all aggregates remain connected for SSP and ECMP
routing, as well as for SPM-SSP and SPM-ECMP, which leads

! . . . .

wHous Mia to a straight vertical dashed line &t=0. For the link and
Fig. 3. Topology of the Labnet03: the simultaneous failurddoti and At Fouter failuresSig, the aggregates starting or ending at the
effects a separation of the network into two disconnectihits. failed router are disconnected, i.e., exadihy-1) - (n—2) out

of n-(n—1) aggregates remain connected for everyS|R.
k\'{/}\ﬂfrefore, we observe a straight vertical line2#:342=0.1.

en two routers fail §ggr), at most (n—2) - (n—3) out
of n- (n—1) aggregates remain connected for every/Srr.
Therefore, we have an almost straight line38$:326—0.195.
amly the simultaneous outage of router Hou and Atl effects
e separation of the Labnet03 network which leads to the

isconnection of 43% of all aggregates. However, this gpeci

For a homogeneous traffic matrix, SSP requires 93% bac
capacity to protect the network against congestion in atjlsi
link and node failures in addition to its required capaaityhie
failure-free case. For the heterogenous traffic matrix rgive
[11], SSP needs 87% percent more capacity. The optimiz
SPM reduces the required backup capacity down to 4

and 39%, respectively. This strong reduction of the back . "
’ P y g case out ofiSrr| =190 yields a very low probability for the

capacity raises the question for the impact of multi-faikur ¢ hal t traffic. We al ¢ d
on the percentage of disconnected and congested aggreg%%@ge of such a large amount of traffic. We also performe

as well as the lost traffic for the optimized SPM in compariso IS experiment with the heterogeneous raffic matrix from
to SSP routing. 11], but we only present the results for the homogeneous one

since they are easier to understand. As mentioned befa@e, th

B. Percentage of Disconnected and Congested AggregatesSPM leads more easily to disconnection than SSP or ECMP,

We study three different sets of double failure scenariodNd as a consequence, we introduced the variants SPM-INTR,
separatelyS,. contains all double link failuresS g contains SPM-SSP, and SPM-ECMP. The latter two lead to the same
all simultaneous and independent link and router failuregonnectivity as SSP. Figure 4(a) shows that SPM-INTR leads
and Sgg contains all double router failures. Of course, ead® at most 12% more disconnected traffic compared to SSP
router failure entails also the failure of its adjacent $ink for Sii, Sir, and Sgr. However, in more than 95% of the
The failure scenario affects the connectivity and the pdth gonsidered failure scenarios, SPM disconnects only at most
each aggregate. An aggregate is disconnected if no path éga more traffic than SSP or ECMP routing.
be found by the routing. The disconnection of an aggregateln case of a failure, traffic is redirected and may lead to
depends on the special failure scenarand the routing, but it congestion on backup paths if capacity is missing. If there
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Fig. 4. Impact of double failures on the disconnection, cstiga, and traffic loss for SSP, ECMP, and SPM-variants inLtenet03 network.

is enough capacity, the functidf(g,s) yields 0, otherwise it failure scenarios. Figure 4(c) shows the corresponding CDF
yields 1. The x-axis of Figure 4(b) presents the percentéigeR(L(g,s) > X|g € G,s€ S), i.e., it shows the CDF of the
the traffic that suffers from disconnection or congestiohe T percentage of lost traffic ahdividual aggregates in special
minimum of these values is limited by the disconnected traffifailure scenarios. Again, we differentiate the three défa
Depending on the type of double failures, up to 30%, 50%ets of double failures, |, S r, andSgr. The percentage of
or 65% of the aggregates may be affected for SSP. ECMBconnected aggregates in Figure 4(a) is a lower boundhéor t
uses more links than SSP and leads, therefore, to some mmygesponding CDFs in Figure 4(c) because the disconmectio
congested traffic. The SPM is more sensitive to double fdlurof an aggregate leads to 100% traffic loss. Traffic redirectio
than SSP and ECMP in the sense that up to 65%, 80%, or 86%SSP causes up to 25%—35% additional traffic loss but only
of the traffic suffers from connection loss or congestione Thn very rare cases. The SPM leads to a larger number of con-
three variants SPM-INTR, SPM-SSP, and SPM-ECMP yielgested aggregates than SSP (cf. Figure 4(b)), but Figu)e 4(c
very similar results. SPM-INTR has the least affected taffshows that the traffic loss is mostly rather smali30%) if
because the disconnection of an aggregate affects onlygke sircongestion occurs.
aggregate while the redirection might congest all agge=gai _
its backup path. Analogously to ECMP and SSP, SPM-ECMP Figure 4(d) shows the CDF of the percentdgglL(.,s)) of
leads to slightly more congestion than SPM-SSP. the overall lost traffic for a special failure scenasiavhich is
) averaged over all aggregatgs G while Figure 4(c) shows the
C. Lost Traffic lost traffic of individual aggregates. The most probableage

We calculate for each aggregaje G and each consideredtraffic loss of SSP, ECMP, and SPM ranges between 0-10%,
failure scenariose § an upper bound.(g,s) of the traffic 10-25%, and 19-43% depending on the considered sets of
that is lost due to disconnection or congestion. It is baséallure scenariaS. |, S.r, Or Srr, respectively. The important
on the percentage of missing capacity on the paths in mulfinding is that the lost traffic for SPM does not exceed the one
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for SSP by far. The mean values averaged over all scenalfiio& or node failures §_,Sgr), single link or node failures and

within a specific set of double failure scenarios are given oouble link failures & ,Sr,S1L), and all single and double

Table I. For SPM about 2% more traffic is lost &1, Sir, element failures § ,Sr, S\, SR, SrR). Table Il shows that

or Srr than for SSP or ECMP routing. double link failures increase the capacity requirements by
another 90% for SSP, 66% for ECMP, and by 55%, 71%, and

TABLE | 67% for the SPM variants compared to single element failures
_ LOST TRAFFIC DUE TO DOUBLE FAILURES IN%. Taking all single and double element failures into accotinis,
fallure | SSP | ECMP | SPM- | SPM- | SPM- leads to 145% more capacity for SSP, 130% more capacity
set INTR | SSP| ECMP ¢ 4 699 A d 1209 v for th
S 0436 0315 2089 | 2059 | 2.021 or ECMP, and 69%, 124%, and 120% more capacity for the
Sir | 10.890 | 10.807 | 12.966 | 13.018 | 12.968 SPM variants. This very large increase is due to the fact that
Srr | 21.035] 20.965 | 23.321 | 23.426 | 23.356 in many double failure scenarios only little or no traffic @st,
Sal 0508 | 0.388| 2164 | 2134 | 2096

but in a very few ones up to 95% of the traffic is lost. The
probability of these scenarios is so small that it is notblési
) in Figure 4(c). The table shows that it is less costly to ugdgra
D. Overall Impact of Double Failures SPM networks from single-failure resilience to double el
Link failures occur with a probability in the order of 16 resilience than for SSP or ECMP networks. Note that the SPM
while router failures occur with a probability in the order owas not re-optimized for the increased sets of protectédaréai
1076 [12]. If we consider all double failure scenarid = scenarios which reveals potential to further reduce theired
SLL USLRU Srr Weighted by their probabilities, the impactcapacity. Rerouting traffic according to SSP or ECMP when
of the double link failures dominates. As a consequence, t882M has lost connection leads also to a significant increase
performance curves fofy hardly differ from S .. This is of required capacity (SPM-INTR vs. SPM-SSP, SPM-ECMP).
also visible in Table | where the average loss &y is very Traffic distribution by ECMP compared to SSP decreases the
similar to the one foiS, . capacity requirements. This holds both for mere SSP/ECMP
After all, double failures may lead to disconnection ofouting as well as for SPM-SSP/SPM-ECMP.
aggregates. If the physical connectivity is not compronhise
by the failure, SSP and ECMP routing always retains the TABLEII
Connectivity while the SPM can lose Connection, but thiSREQUIRED NETWORK RESOURCES IN CAPACITY UNITS AND RELATIVE
happens only in rare Scenarios. Then, forwarding the traffic REQUIRED BACKUP CAPACITY IN% FOR THE RESILIENCE AGAINST
of the affected aggregate according to SSP or ECMP (SPM- DIFFERENT PROTECTED FAILURE SETS
SSP, SPM-ECMP) solves the problem. Double failures lead|tgets of protected SSP | ECMP | SPM- | SPM- | SPM-
. . hafailures INTR SSP ECMP
congested links. This affects aggregates more often_ for SP¥ oot resiience 81600 | 816.00 | 82200 | 82200 | 822.00
than for SSP or ECMP for two reasons. In networks with SPMs, . sk 157800 | 144736 | 121518 | 121518 | 121518
aggregates have more links within their paths than in netsvor 93% | 77% | 48% | 48% | 48%
with SSP and networks dimensioned for the optimized SPML SRS Zfég&o 1322%4 1%3?%3 1331;)8 111135?&6
have less backup capacity than networks dimensioned [ Sg,Sii,Sir,Srr | 275700 | 250300 | 177257 | 222271 | 218933
standard SSP or ECMP routing. 238% | 207% | 117% | 172% | 168%
However, the average traffic loss for double failures is very . ) , )
low (0.5%—2%) for SSP, ECMP, and for SPM. Considering tHe Disconnection and Traffic Loss in Random Networks
fact that double failures occur with a probability@a) 1074 We evaluate the percentage of the disconnected traffic and
1044+ (513) . (210).1(r4.1076+(220) .10°%.10%=1.39.10°5, of the lost traffic due to disconnection and congestion in the
this leads to a traffic loss of 28-10-°%. Single router failures presence of double failures. We use the same random networks
occur with a probability of(ZlO) .10-% and lead to the loss of as in Figure 2 for our evaluation. Figure 5(a) shows that
10% of the traffic, thus, an overall traffic loss of Z0-4% is only networks with an average node degreedgf=3 suffer
observed. This value can be improved only by more reliabigom a severe disconnection. The disconnection is signifiga
exchange points and possibly redundant exchange stractul@rger in networks with SPM than in networks with SSP or
However, as long as nodes have an unavailability of®16r ECMP and larger networks lead to less disconnected traffic.
higher, the slightly increased traffic loss of SPM vs. SSP e percentage of disconnected traffic decreases cleattty wi
irrelevant. the average number of disjoint parallel paktiper aggregate
and is almost zero for networks wiiyg=4.
Figure 5(b) shows the percentage of lost traffic. It is visibl
At first sight, the values for the traffic loss in Table | suggesarger than the disconnected traffic. Small networks tend to
that only very little additional capacity is required to reake have more traffic loss than large ones and we see a clear
network resilient against congestion due to double fadluredecrease of the traffic loss with an increasing average numbe
too. We calculate the required capacity for the Labnet@8 disjoint parallel pathk* in the network. Again, the SPM
network and for a homogeneous traffic matrix for differentauses more traffic loss than SSP, but this difference dessea
sets of protected failure scenarios: no protected faijwgiegle with increasing network size.

E. Capacity Requirements to Protect Double Failures
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Fig. 5. Performance measures for randomly constructed neswiarkhe
presence of unprotected double failures.

IV. CONCLUSION

The self-protecting multipath (SPM) is an e2e protectio

Traffic loss occurs not only due to unprotected double fagur
but also due to disconnection of traffic by single routeruifas.
This loss amounts to 2104% in the considered network
example. In contrast, the lost traffic due to double failuses
between B5-10°% and 139- 10 °%. Thus, the difference
regarding the lost traffic between the SPM and SSP/ECMP
is irrelevant as long as the reliability of the routers is not
increased.

At first sight, 2% lost traffic suggests that about 2% more
capacity is sufficient to improve the resiliency. Howevee w
showed for our example network that the SPM requires 47%
more capacity to avoid congestion due to double failures and
SSP needs even another 75% more capacity. Thus, resiliency
for double failures is expensive, and it is even more expensi
for SSP than for SPM.

We considered the lost traffic due to disconnection and
congestion due to double failures also in random networks
and found out that the traffic in networks with an average
node degree 0fSag=3 or more suffers only little from
disconnection, and that congestion in the presence of doubl
failures is lower in well connected networks. We also obsdrv
that less traffic is lost in large networks than in small nekso
as the proportion of the traffic affected by the failure is Bana

After all, networks dimensioned for the optimized SPM
have only a slightly reduced resilience against unprotecte
double failures than networks dimensioned for hop count
based SSP or ECMP routing, and SPM networks can be
upgraded with less capacity to be resilient against comgest
due to double failures.
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in resilient SPM networks than in resilient SSP or ECMR
networks. This holds for double link failures, double route
failures and independent link and router failures. Takimip i
account unavailability values of 16 for links and 10° for
routers, double link failures dominate other double faitur
such that SSP loses about 0.5% of the traffic while SPM lod&gl
about 2.2% of the traffic in the presence of double failures.
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