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Abstract—We compare the capacity requirements of two the required network capacity with and without resilience
new end-to-end (e2e) protection switching mechanisms: the self-requirements. In this study, we strive to minimize the reegli
protecting multipath (SPM) and several (multi-)path protection backup capacity and take it as the measure for the perfonanc

(PP) methods. Their structure consists of disjoint parallel e2e . . .
paths and the traffic is distributed over these paths according to COMparison of different backup mechanisms. In [6], [7] the

a load balancing function. If one of the paths fails, the traffic is OPtimum path layout and load balancing for the primary
redistributed to the working paths according to a path failure and backup paths is computed for a given network topology

;pecific load b_alancing function. The contribution of this Wo_rk and traffic matrix. This optimal solution leads to complex
is the calculation of the path layout and the load balancing v, tipath structures that may branch and join at interiate®

functions for both the PP and the SPM method. We use exact hich kes th hard t fi Furth . f
optimizations and simple heuristics for that objective and take which makes them hard to configure. Furthermore, in case o

a dimensioning approach to compare the capacity requirements & Network failure, the relocation of unaffected aggregates
of the different mechanisms. Our results illustrate, e.g., that te  deviation paths is sometimes needed, which imposes heavy

savings potential depends on the network topology and that 17% signaling load on the network in a critical situation.
additional capacity can be sufficient for full resilience against all The contribution of this paper is the optimization of redgnt
single router and link failures in well designed networks. . ; o .

proposed simple protection switching mechanisms [8] that

Keywords: protection and restoration, load balancing may be implemented by mechanisms like MPLS that support
explicit routing. We take advantage of the load balancing
. INTRODUCTION potential of multipath forwarding and minimize the require

Carrier grade networks can not afford outages due to iextra capacity by polynomial-time optimization algoritam
ternal link or router failures that compromise the Qualify oOur multipath structures are significantly simpler thanegah
Service (QoS) perceived by their customers. Therefor&kuyac multipaths since they consist only of disjoint paths. Ondffic
mechanisms are required to detour affected traffic aggeegashifting of affected traffic aggregates onto detour paths is
around the outage location. In contrast to IP reroutinghsuneeded. The minimization of the extra capacity is still very
mechanisms must react fast and they must control the dewiateffective such that — depending on the network topology —
paths. Fast failure detection and fast reaction is achibyezk- 20% additional transmission capacity is sufficient to pdevi
changing periodic “Hello” messages and switching the tafffull resilience against all single node and link failuresves
onto pre-computed and pre-installed backup paths as soorthas result, resilience can be implemented at lower costen t
these periodic messages do not arrive anymore. This isdcalleetwork layer than on the physical layer where fault toleean
protection switching [1]. In contrast, rerouting denoté® t is achieved by resource duplication.
convergence of routing protocols in a narrow sense. HoweverThe paper is organized as follows. In Section Il we point out
as we focus only on the path layout, we use the terms reroutithg difference between our work and other routing optimiza-
and protection switching synonymously in this work. tion approaches. In Section Il we explain the optimization

Many different rerouting approaches have been proposedthe primary and backup paths and the load balancing to
in the literature [2], [3], e.g. the traffic may be reroutedninimize the required extra capacity. The numerical result
only locally or to a different end-to-end (e2e) backup patin Section IV demonstrate the performance of the recently
but the backup capacity has not been considered. In [4], [sloposed protection switching mechanisms. Section V sum-
the concept ofp-cycles is investigated. Traffic rerouting tomarizes this work and gives some outlook on further work.
maintain pure connectivity does not suffice in carrier grade
networks since QoS must be maintained. Our objectives are
resilient networks, i.e., the customer should not percere
internal outage by service interruptions or degraded QoS du This work is about routing optimization and load balancing
to bottlenecks on backup paths. Therefore, resilient nddsvo in a very broad sense. To avoid any confusion, we delimit it
need some extra capacity which is the difference betwe&om other network optimization approaches.

Il. RELATED WORK



A. Routing Optimization Although these backup solutions lack technical constsahmit

_ _ ) _ S make them feasible for real-world systems, they presengiow
A well investigated problem is routing optimization in th&younds for the required backup capacity.
presence of limited link capacities for a given traffic matri

This is a multi-commodity flow problem and its solution can
be implemented, e.g., by Label Switched Paths (LSPs) il Restrictions for Path Layout
MPLS [9]. For IP routing, a similar approach can be done \We consider the independent path layout calculation based
by setting the link cost appropriately such that all traffign general multipaths for the normal operation mode and for
is transported through the network and that the mean aggch failure scenario like in [6], [7]. In an outage case, the
maximum link utilization is minimized [10]. Pure IP andproken paths are definitely rerouted but paths that are not
MPLS solutions may also be combined [11]. These approachgfected by the failure might also need to be shifted to obtai
require the knowledge of the traffic matrix which can be wel resource minimal solution. We explain why these results
obtained in MPLS networks [12]. The solution in [13] is basegan not be implemented as restoration mechanisms and derive
on a stable closed loop solution using multipath structurgschnical side constraints for feasible backup solutions.
and it renounces on the knowledge of the traffic matrix. Load Firstly, a failure-specific protection mechanism requirest
balancing should be done on a per flow basis and not on a g@ information about the exact location of the failure is
packet basis to avoid packet reordering which has a dettaherpropagated to all ingress routers to trigger the activatbn
effect on the TCP throughput. The hash based algorithm tifeir backup paths. This entails extensive signaling iritcal
[14], [15] achieves that goal very well. system state at a time for which the long distance connégtivi
The authors of [16] present an online solution for routn terms of hops is corrupted.
ing with resilience requirements. They try to minimize the Secondly, the relocation of unaffected primary paths mast b
blocking probability of successive path requests usintablé done first if required. Then, backup paths can be activated fo
single-paths as primary paths and backup paths. The backffected primary paths. Otherwise, the simultaneous atima
bandwidth may be shared or dedicated. A distributed protoasf primary paths and the activation of backup paths might
solution for GMPLS is given in [17]. If backup capacity sharlead to transient overload on some network elements. Hence,
ing is allowed, the backup capacity may be used in differedeflecting more paths than necessary requires a coordinated
failure scenarios by different rerouted traffic aggregatd¢sch switching order of distributed switching locations. Thiolp-
leads to increased resource efficiency since less additiena lem is avoided if the relocation of unaffected primary paths
sources must be provisioned in the network. The minimimatimot required.
of backup resources can also be done for pure IP routingThirdly, a failure-specific backup design requires pothti
[18], [19]. However, it is less effective because destomati a separate alternate path for each primary path in each pro-
based routing allows for more powerful traffic engineeringected failure scenario. This leads to a large amount oflgack
than sourceand-destination-based forwarding (e.g. MPLS). paths which must be pre-installed and administered. This
Routing with resilience requirements can also be consitlermakes the path configuration very complex and a tremendously
under a network dimensioning aspect, i.e., the traffic matriarge number of paths is a problem for the state maintenance
is given and the link capacities must be set. This problem @ today’s core network routers.
trivial without resilience requirements since a suitabéadd Fourthly, to keep the fault diagnostics and the reaction to
width assignment for the shortest paths is already an optimdiailures simple, the ingress router should be able to detect
solution. It becomes an optimization problem if capacitfailure and to react locally by switching the traffic to arath
sharing for backup paths is allowed. The routing must kEath. With general multipath structures, paths may fork and
designed and the capacity must be assigned such that prinjaiwy in transit routers. If a partial path fails, the entireltipath
paths and shared backup paths require a minimum amountah not be used anymore. Implementing general multipaths
network capacity while the backup mechanisms provide fudls a superposition of overlapping single-paths solves that
resilience for a given set of protected failure scenariddés i problem because only some paths may fail in case of a
fundamentally different from the above problem since bbth tlocal outage. However, this increases the number of paralle
routing and the link bandwidth are optimized simultanepusILSPs and makes again the state management more complex.
Note that the results of such calculations depend on tRé@ally, only disjoint parallel paths are left as simplensport
capabilities of the applied restoration schemes. The t®sudlternative for multipath routing.
of [20] can be well implemented since this work applies Another restriction for path layout are Shared Risk Link
only single-paths for both primary and backup paths ar@roups (SRLGs) [21], [22], [23] which group network el-
relocates only affected primary paths. However, they raneu ements together that may fail simultaneously with a high
on multipath routing and load distribution for path restmma probability. For instance, all links originating at the sam
purposes. This is especially important in outage scenari@siter fail if the router goes down. SRLGs are motivated by
because traffic diverted over several different paths regquioptical networking where a single fiber duct accommodates
only a fraction of the backup capacity on detour links. Iseveral logically separate links. In our work, we consider
[6], [7] multipath routing is used and the required networknly the first scenario and the second one in a trivial way
resources are minimized by calculating the optimum pably excluding parallel links. However, we do not take general
layout and routing independently for each failure scenariBRLGs into account as our focus is the investigation of
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basically different backup mechanisms and not their adiapta define special vector® = (0,...,0)
to SRLGs. with context specific dimensions.

and1l = (1,...,1)

C. Proposal of New Protection Switching Mechanisms B. Formulation of Networking Concepts and Side Conditions

Based on the previous insights, we present two fundamen) Links and Nodes:The network N = (V,£) consists
tally different protection switching mechanisms. As cuell Of » = [V| nodes andn = |€] unidirectional links that are
above, only multipath structures consisting of disjointhga represented as unit vectors € {0,1}" ande; € {0,1}™, i.e.
should be applied and only traffic from paths that are afféct 0 i#j - 0 i#]

. . . Y. = < Y. —
by a failure should be rerouted. The experiments in [G?PZ)J 1 i=j for 0<4,j <n and(e.); 1 i=j
[24] have also shovyn that e2e protection mechanisms req%eogi,j<m. The links are directed and the operatorg;)
less backup capacity than local detours because the traffitdw(e;) yield the sending and the receiving router of a link.
of the failed paths is redirected early at the source avgidimhe outgoing and incoming incidence matricas, and A,
bottlenecks around the outage region. Therefore, we foelys odescribe the network connectivity, i.e.
on e2e protection switching and use multipath routing that 0 alej)#v; 0 w(e;)#v;
allows for load distribution in failure cases. Ga)ig=q ¢ ale;) =v: and (aw )i ;= 1 w(ey)=v;’

Our first studied alternative is e2e path protection (PP) far . .n - lfnatrb;& € {~1,0,1}xm isjdefinled acA —
gsingle primary.path with a mqltipath as a backup path Whi%w —A,. The productAe; yiélés a node vector. Théth
IS comp.ose.d of link or node d|510|n_t parallell paths. The eelcp position of Ae; contains—lJ if v; is the source node of link
alternative is the e2e self-protecting multipath (SPM) abhi e; and+1 if v»Jis the target node; otherwise, it contains zero

have originally suggested in [8]. It consists of link or? ¢ . o 3 o '
we ginatly sugg The productv; " A yields a link vector. The-th position of
node disjoint parallel paths and does not differentiatdieXly TA tains_1 if e, i taoing link of nod 41
between primary and backup paths. In the failure-free stgna s > CONaNs—1 It ¢; IS an outgoing ink of node; and +
' primary a pp MBN3;c . is an incoming link; otherwise, it contains zero. Loops
the traffic is distributed over all parallel paths according ! ' '

. : . cannot be expressed by that formalisms.
the load balancing function for the failure-free case. leon 2) Demands, Traffic Matrix, Paths, and Flows:

,?rf these 'd!SJomtt.paths tLalls, thedFraff![c IS retdhlsftr.llbutegcn . a) Demands and Traffic MatrixWe define the demand
€ remaining active paths according to a paih 1aliure JBecly; o g4y petween routers; and v; by d=(i,5) and denote

load balancing function. In the next section, we describe,a." <.t o¢ il demands b ={(i,j) : 0<4,j<n andi#j}.
computation for a swtgblg path Iayo_ut anq an optimizatam fThe associated traffic rate is given blyl) and corresponds to
multipath load balancing in connection-oriented networks an entry in the traffic matrix.
b) Paths: A pathp, of a demand! € D between distinct
IIl. OPTIMIZATION nodesv, anduv, is a set of contiguous links represented by
In this section, we explain first our notations taken frora link vectorpq € {0, 1}™. This corresponds to a single-path.
basic linear algebra to represent flows and paths. We descitowever, we usually apply the concept of a multipgil
various side conditions as linear inequalities. Mostly, ga [0, 1]™, which is more general since the traffic may be split
linear programs (LPs) that can be solved by standard saftwamto several partial paths carrying a non-integer fractbthe
like ILOG CPlex[25] or the GNU Linear Programming Kit traffic. A path follows conservation rules, i.e., the amooht
[26]. We first formulate a general optimal primary and backuipcoming traffic equals the amount of outgoing traffic in a
path solution, which turns out to be computationally infekess node which is expressed by
Then, we propose methods to calculate the primary and the Apa— 1
backup path structure separately. Finally, we computedaé | Pa=(Ve — Va). (1)
balancing functions for (multi-)path protection (PP) am@ t Cycles within a path containing only inner nodes can be yasil

self-protecting multipath (SPM). removed from a potential solution. In contrast, cycles amnt
ing the start or end node of a path are more problematic.
A. Basic Notation Therefore, we formulate a condition preventing this cage T

expressionsr,,'A,, andv,,"A, yield the incoming edges of
start nodev, and all outgoing edges of end nodg of a
pathp,. Hence, cycles containing the start or end node can be
Rrevented if the following equations hold:

Let X be a set of elements, theX” is the set of alln-
dimensional vectors ani”*™ the set of alln x m-matrices
with components taken frof{. Vectorsx € X" and matrices
X € X»*™ are written bold and their components are writte

asx = (;:) andX = (;9’00 ;0’1’-”_11 . The scalar (Va'Au)pa=0 and (v, Aq)pa =0. (@)
multiplication ¢-v and the transpose operatérare defined c) Flows: Given a cycle-free patp,, the corresponding

as usual. The scalar product of twedimensional vectors flow c(d) - pq takes the traffic rate into account.

u and v is written with the help of matrix multiplication  3) Protected ScenariosA protected failure scenario is
u'v =>" uv,. Binary operators € {+,—,-} are applied given by a vector of failed nodes, € {0,1}" and a vector of
component-wise, i.a10v = (ug 0 vg, . .., Up1 O vn,l)T. The failed linkssg € {0,1}™. We denote a failure pattern shortly
same holds for relational operatosse {<,<,=,>,>}, i.e. bys=(5Y). The seiS contains all protected outage scenarios
uov equalsy 0 <i<n: u; ov;. For simplicity reasons we includings=0, i.e. the no failure case.



4) Traffic Reduction: In normal operation without any b) No Bandwidth Reuseln optical networks, connec-
failures, all demandg € D are active. If routers fail, some tions are bound to physical resources like fibers, wavelengt
demands may disappear. We consider several options. or time slots. If a network element fails, there might not be

a) No Traffic Reduction:We assume that failed routersenough time to free the resources of a redirected connection
lose only their transport capability for transit flows bue still and to make them available for others. This is respected by

able to generate traffic. Therefore, we hdvg="D. the following capacity constraints:

b) Source Traffic ReductionAn aggregate flow is re-
moved from the traffic matrix if the source nodgof demand VseS: Zc(d)-pd+ Z co(d)-d(pa,s)-aa<b. (7)
d = (i,7) fails. Hence, we geDs =D \ {(i,5) : vi sy = deD deDs

1,1 < j <n,i# j}. If the failed node is the destination of a
flow, “server push” traffic can still be transported througke t ) ) )
network although it cannot be delivered correctly. C. Optimum Primary and Backup Path Solution

©) Full Traffic Reduction:We assume that traffic with  \we summarize the above derived formalism to compute the
a failed source or destination node is stalled. Hence, we @iimum primary and backup path solution. The free varible
Ds=D\({(i.,j) : vi'sy=11<j <ni#jtU{(1) : to be set by the optimization are
vilsy=1,1<j<n,i#j}).
5) Failure Indication Function:The failure indication func- be(RY)™ andVd € D : pg,qa €[0,1]™ (8)
tion ¢(p, s) indicates whether a pafhis affected by a failure
patterns [27]. Pathp is affected by a link failure patters:  Both the primary pathpq and the backup pathgq conform
if s¢"p > 0. To formulate this analogously for node failureso the conservation rule Equation (1) and exclude start and
we define traces. The-trace istr,(pa) =A.pa and thew- end nodes explicitly from cycles by Equation (2). The ca-
trace istr,, (pa) =A.pa, respectively. We obtain the interiorpacity constraints have to be respected either with or witho
traceti by excluding the corresponding end or the start nodgandwidth reuse (Equation (6) and Equation (7)). Equat®n (
of the a- or w-trace, respectively, i.ei(pa) = Aopa—Va= and/or Equation (4) may be respected to degignand qq
A,pa—v,. Pathp is affected by a node failure pattesy such thaigq protectspq. The objective function Equation (5)
if sy "ti(p) > 0. Finally, the failure indication function is is to be minimized while these constraints are respected.
)1 se ' p+sy ti(p) >0 Unfortunately, the path protection constraints (Equat®n
o(p.s)= 0 otherwise. and Equation (4)) are quadratic with respect to the free
6) Protection Alternatives:A path restoration scheme in-variables and this description cannot be solved by LP sslver
troduces a backup patly which is activated if the primary In addition, the failure indication functiom(p,s) cannot
path fails. This backup path protects against link and/atenobe transformed into a linear mapping. Therefore, we have
failures of each primary patp, depending on the requiredno efficient algorithm to compute the desired structusas

type of resilience. A backup patpy is link protecting if andqq. If pa,qq € [0,1]™ is allowed, the primary and the
- backup paths are general multipaths which are too difficult t
dd Pa=0 () administrate. However, the restrictign, qq € {0,1}™ leads

do single path structures only. This is too restrictive siric
prohibits cost-effective backup solutions and the comynria
ti(qd)Tti(pd):(). (4) becomes more difficult due to a required integer solution for

Pa andqaq.

and it is both link and node protecting if the following hold

7) Objective Function and Capacity Constraintg/e de-
scribe the capacity of all links by a vector of edgbse
(R§)™. The overall capacity in the network is the objectiv% Path Layout Heuristics
function that is to be minimized. It can be computed by '

T ) In the following, we calculate the primary paths to fig
W' b — min ®) in Equation (3) and Equation (4) such that we get rid of

wherew € (R} )™ is a vector of weights, which is normally setthe quadratic ex_press_ion_s o_f free va_riables. As another con
to w=1. If the connectivity is maintained by a backup pati$eduence, the failure indication functigiip,s) depends then
in case of a failure pattera € S, the following bandwidth Only on constant values and becomes also a pre-computable
constraints guarantee that enough capacity is availaldarty constant. First, we propose two heuristics to find single pri
the traffic generated by the demandls Ds. mary paths for PP. Then, the backup paths for PP are computed

a) Bandwidth Reusein packet switched networks, no€ither by the above presented LP or by another heuristis Thi

resources are physically dedicated to any flows. If trafff&e“”Sti‘_: also yields the path !ayout 'fo.r SPM. _ _
is rerouted due to a local outage, the resources can bd) Primary Path Computation: Minimum Traffic Routing

automatically reused for transporting other traffic. Unttés (MT): If a network element carries a large amount of traffic
assumption, the capacity constraints are and fails, this traffic has to be redistributed and requirést a

of backup capacity near the outage location. Therefore, we
Vs €8: Y c(d)-((1-¢(pa,s))-Paté(Pa,s)-aa) < b. (6) construct a path layout inducing a minimum traffic load on
deDs each network element.



a) Minimum Traffic ConstraintsThe traffic in all nodes efficient to compute. However, it does not take general SRLGs
is given by the auxiliary vectomV € (R{)" and it is into account which is a different and NP-hard problem [31].
computed byaV =3, c(d)ti(pa). The idea is to minimize Basically, ourkDSP heuristic can be substituted by any other
the maximum traffic through all nodes to a valuf,, such routing scheme yielding disjoint multipaths.
thataV <a) .1 holds. To avoid very long paths, the objective
function takes also the overall required node capatity E. Calculation of Load Balancing Functions
into account:

MY .dY

max

An SPM for a demand consists ofk, link and (not neces-
+1"7aV — min. (9) sarily) node disjoint paths (except for source and destinat
epii for 0<i<ky. It is represented by a vector of single-paths
Pa = (P, ...,pgd‘l)T. These paths are equal in the sense
that they all may be active even without any network failure.

a) Inactivity Patternfq(s): If only a single link or router
fails, at most one of the disjoint pathsl;, 0 < i < kg, is
affected unless the source or destination node fails. lergén
the inactivity patterrfy(s) € {0, 1}*¢ indicates the failed paths
of the SPM depending on the failure pattetrit is computed

The constantMV € R{ controls the tradeoff between th
conflicting goals “little maximum traffic per node’,,,” and
“little overall node capacityl "aV” that have both to be
minimized. A smallM"V favors little overall node capacity
while a largeMV favors little maximum traffic per node. We
have chosen a value 6ffV =(|V|+1) - |D|=n"(n+1)%in
our experiments.

b) Path Constraints:Like above, the flow conservation
rule (Equation (1)) and the exclusion of start and end node¥ T
from cycles (Equation (2)) have to be respected. Since we are fa(s)= (¢(P3>S)’ oY S)) : (10)
interested in single-path solutionsg € {0,1}™ is required.
This, however, leads to a mixed integer LP, which takes lo
computation times. Therefore, we relax this conditiomptpe

With an inactivity pattern ofg =0 all paths are working while
'? r f3 =1 connectivity cannot be maintained. The set of all

[0,1]™ to get a non-integer LP. To obtain a desired singled-'ﬁerent failures for SPMPq is denoted byFq = {fa(s):s €

path as primary path, we take the strongest single-patheof fﬁ} '

calculated multipath structure. . o i .
2) Primary Path Computation: Shortest fDisjoint Short- f‘fnifgéfl)lk'??sﬂ\snttﬁgigﬁ;ndﬁ\f/it{:d’ aload balancing function

est Path {DSP): With the primary paths computed by the MT d 0

method, a link and node disjoint backup path cannot always 171 =1. (11)

be found although two disjoint paths exist in the network ) )

[28]. To guarantee the existence bfdisjoint backup paths Furthermore, failed paths must not be used, i.e.

b) Load Balancing Functiof: For all demandsl € D

if topologically feasible, we propose to take the shorteghp £715=0. (12)
of a k (node and link) disjoint shortest paths solutigiDGP)
with &> 2 [29], [30]. Finally, the vector indicating the transported traffic ofrdend

3) Backup Path Computation: Optimum Calculation (OPT)! over all links is calculated bq "1 - c(d).
The optimum backup path solution for given primary paths can1) Load Balancing Heuristics for Disjoint PathShere are
be obtained by a slight modification of the LP formulation ifinany possibilities for load balancing over multipaths.
Section 11I-C. The primary pathsq are removed from the set @) Equal Load BalancingThe traffic may be distributed
of free variables. This yields a LP formulation which can bequally over all working paths, i.e.
solved efficiently and the corresponding results are thé pdﬁzﬁ (1-1).
layout and a load balancing function for all locations where D) Reciprocal Load BalancingThe load balancing fac-
the backup paths fork. However, the structure of the rewgiltitors may be indirectly proportional to the length of the fadrt
backup path is potentially very complex since the partighpa Paths ¢ " p). This can be computed by

are not necessarily disjoint. The following heuristic sslthis (l§)¢= %/ (ZOSK,% Tl%;f,fd))
problem. 2) Optimized Load Balancingl’.oad balancing is optimal

4) Backup Path Computationk-Disjoint Shortest Path if the required capacityp is minimal to cover all demands
(kDSP): We remove the links and (possibly) the inner nodegc D for all protected failure scenariase S. We formulate
of the primary pathgq from the network and calculate againa LP to describe the solution. The free variables are
a k-disjoint shortest paths solution that we use as for backup m o vk
purposes. The results are at mdstdisjoint single paths, be(Rg)™, VdeDVieFq:la€(Ry)™. (13)
howevgr, without a load balancing function which is caltete.  The objective function is given by Equation (5). It must be
in Section IlI-E.3. minimized under load balancing and bandwidth constraints.

5) Path Layout for SPMsWe determine the disjoint paral- The Joad balancing constraints in Equations (11) and (12tmu
lel path for an SPM also by k-disjoint shortest paths solution. pe respected by alf; and the bandwidth constraints are newly
There is no distinction between primary and backup pathsymulated.
and the corresponding load balancing function is calcdlate ) Bandwidth Constraints with Capacity Reuse:
in Section IlI-E. T fa(s)

6) Adaptation to SRLGsFor the computation of disjoint VseS: Z Pg 157 - c(d)<b. (14)
multipaths we use théDSP algorithm which is simple and deDs



b) Bandwidth Constraints without Capacity Reud®e- one in normal operation. However, we use the term extra
leasing capacity unnecessarily leads to a waste of bandwidapacity and backup capacity exchangeably since the extra
if it cannot be reused by other connections. Therefore, loadpacity is required to provide resilience with the respect
balancing factordf, of active paths must only increase in arprotection mechanism.
outage scenario, except for failed paths for which they are
zero. This quasi monotonicity can be expressed by

f,
15 4+ £>15©) (15)

where lff(0> is the load balancing function without failures.

The bandwidthb must take the unused primary bandwidth of
failed paths into account as well as the primary bandwidth of
connections that are removed due to a router failure. Theref
we get as bandwidth constraints

VseS: Z c(d) - PdTlgd(s) +
deDs

used capacity

3" eld) - Pd (fa(s) - 15 )+ e(d) - PJ 15 V< b. (16)
deDg de D\ Dg

inactive partial paths failed connections

h h 10 | L | __Flg. 1. The backbone topology of the COST239 network.
Note that the ternfd(s) 13 expresses an element-wise multi

plication of two vectors. Hence, if bandwidth reuse is plolgsi

Equation (14) is used as bandwidth constraint, otherwiseWe compare the backup performance of the path protec-

Equations (15) and (16) must be respected. Neither protéi@h schemes and the self-protecting multipath in the COST

tion constraints (Equations (3) and (4)) nor path Congmair?:%g core network [32] (11 routers, 26 bidirectional links in

(Equations (1) and (2)) apply. Europe, cf. Figure 1) and in the Labnet [33] (20 routers, 53
3) Adaptation to Path ProtectionThe adaptation of the bidirectional links in US, cf. Figure 2).

above explained load balancing scheme to path protections At the beginning, we briefly recall all discussed protection

mechanisms is simple. We describe the primary paihs
together with its disjoint backup single-paths as SHM .
with pq = (Pq4),. The essential difference between the path
protection scheme and the SPM is the inactivity pattern if
the primary path is working. For path protection schemes, th «
inactivity patternf} ¥ (s) is described by

_ u® ¢(pdas):0
fg%){fd(s) H(pa5)=1

with u® = (0,1,...,1)". By substituting the inactivity pat-
tern in Equation (10) by Equation (17), the load balancing
optimization in Section IlI-E.2 can also be applied to path
protection schemes.

17)

IV. NUMERICAL RESULTS

In this section we compare the extra capacity required for
resilience purposes of the presented protection mechanism
We determine the required network capacity, i.e. the sum
of all link bandwidths, which is needed to accommodate
the traffic matrix without resilience if shortest path ragfi

methods.

We test the influence of multipath routing and load
balancing together with different alternatives for prignar
and backup paths layout in the above networks.

We study then the most promising mechanisms in addi-
tional sample networks of the literature.

To relate the performance of the SPM to other mecha-
nisms, we compare it with the backup requirements for
p-cycles.

« We use homogeneous traffic matrices, full traffic reduc-

tion, bandwidth reuse, and the protection of single router
and link failures as default since 30% of all network
failures are due to router failures and 70% of them are
due to link failures [34].

These side conditions have of course a significant impact
on the required backup capacity. We have investigated
them in other papers and summarize finally their results
very shortly to give a complete picture of the backup per-
formance regarding SPM, PP, and shortest path routing.

(OSPF) is used based on the hop count metric. We tafRe Qvgrview of Investigated Protection Mechanisms and Ab-
it as a reference value since it is a lower bound for tH¥eviations

required network capacity. Then we calculate the requiredFor the sake of an easier understanding, we recall the
capacity for a given protection scheme to meet the resiiendiscussed protection switching mechanisms and define abbre
requirements. The resulting extra capacity is the perfagea viations. With path protection (PP), a primary single-path
measure in our studies. Note that this extra capacity is moibtected by a backup multipath. The primary path may be
always used for backup purposes only, because sometirdetermined by ak-disjoint shortest paths solutiornk@SP)
protection mechanisms require longer paths than the storter by a single-path routing that minimizes the transit tcaffi



{E,R,0},OPT} with 2 < k <5). The following observations
are valid for primary paths found by MT and BDSP.

For k=2, only one backup path is available. If a primary
path fails, 100% of the traffic is transported over the retnain
path, i.e., the performance of all load balancing altevest{E,

R, O) coincides. For largek, more disjoint backup paths are
available and the traffic can be better distributed in a failu
case. Therefore, less extra capacity is required on theupack
links. The most striking performance gain is achieved for
taking k£ = 3 instead ofk = 2. The reason is the following.
Even fork >4, only 3 disjoint path can be found because of
the network topology. Therefore, the reduction of the resqli

Fig. 2. Topology of the Labnet network. backup capacity by multipath routing is limited.
= 80 Primary Path: 'kDSP =

through each router (MT). The backup multipath may be °\; 701 Backup Path: (k-1)DSF’>\/-IE o
computed together with an appropriate load balancing sehem Tg 60 ;i '
by a LP optimization (OPT) which does not necessarily yield £

7 ) L 8§ 50°%
disjoint paths. As an alternative, tHé—1)-disjoint shortest o
paths (k-1)DSP) may be taken. In that case, a load balancing £ 40 |
scheme is needed. The load may be balanced equally over all § 30 | ; ’
parallel paths (E), reciprocally to the length of the disfoi E 20 ¥ : : b
parallel paths (R), or according to an optimized solution 2
computed by a LP (O). The self-protecting multipath (SPM) & 10 ¢ 1
is different from PP. It consists of disjoint parallel patiat 0 ‘ ‘
are obtained by &-disjoint shortest paths solutiog$PM). In 2 8 o 4 5
single failure scenarios, 8SPM leads to at mogt+1 different Number k of Disjoint Shortest Paths

and easy 1o diagnose path failure symptoms (inCIUding thf‘a 3. Impact of multipath routing and load balancing for ppthtection
normal operation). Each of these symptoms requires an owethods in the COST-239 network.
load balancing scheme that may be again chosen like above
(E, R, O).
In the following, we mainly use these abbreviations to refer

to specific protection mechanisms. E.g., 5DSP-4DSP-R means —. 80 ¥

that the single primary path is chosen as the shortest from a & 70 ™

5-disjoint shortest path solution and the other (at mostje4 a % 60 |

taken for path protection. Load balancing is done recigdhpca g 50 . .

to the respective path lengths. With MT-OPT the primary path 3 R R

is found by a MT routing solution and the backup multipath 2 40 |

together with a load balancing scheme is computed by a LP & 30t Primary Path: kDSP =

for PP. Finally, 5SPM-E signifies a SPM consisting of upto 5 8 5 | Backup Path: (k_l)DS,LV_'g o

disjoint paths with equal load balancing. Shortest pathsimg El (k-1)DSP-R -------

as used in OSPF or IS-IS is denoted by “OSPF". g 107 (k‘l)DS('DDI;? ]
The calculations for the routing and the load balancing were 0 ’ 3 ‘4 5

carried out on a Pentium IV 1.5 GHz standard PC and took for o

the kXSPM-O and{MT,kDSP}-(k—1)DSP-O some seconds for Number k of Disjoint Shortest Paths

small and some mi'nUteS for large networks. TMT,EDSP}-  Fig. 4. Impact of multipath routing and load balancing for pathtection
OPT computation is more complex and took up to hours. methods in the Lab03 network.

The layout of the primary path depends on the heuristic
(MT or kKDSP for a specifid). It has a significant influence

We investigate the impact of multipath routing and loadn the required extra capacity. Throughout all experiments
balancing on the backup performance. First, we considér pate results for minimum traffic (MT) routing yields by 5-10
protection schemes and then we study the self-protectipgrcent points better results than taking the shortest phth
multipath. kDSP as primary path.

a) PP Schemes:Figures 3 and 4 show the required The {MT,kDSP};-OPT PP mechanisms are most efficient

backup capacity in the COST239 and the Lab03 netwobecause the backup path is not limited bylisjoint shortest
for all path protection schemegiDSP,MT}-{(k —1)DSP- paths. As a consequence, the performance MT,kDSP}-

B. Impact of Multipath Routing and Load Balancing



OPT is almost independent &f However, complex multipath (E, R, O) has a greater impact on the backup performance
structures are hard to deploy and to manage in failure casesSPMs than for PP methods and their impact increases with
In addition, the backup path computation is very time corlhe maximum number of parallel pathsAlthough a capacity
suming. Therefore, disjoint multipaths are desired forko@c reduction is expected due to increased path diversification
purposes although they require significantly more capacitgilure cases, the backup performance:6PM-E andkSPM-
Equal and reciprocal load balancing for the backup mulipaR degrades considerably with increasikign the COST-239
lead approximately to the same results. Optimization of tmetwork. In the Lab03 network, it stays about constantc If
load balancing function reduces the required extra caphgit increases, longer paths join the SPM. The SPM with equal
about 10 percent points. or reciprocal load balancingk§PM-E or k<SPM-R) cannot

If a large k effects a longer primary path, more capacity iavoid their extensive use which leads to more required nétwo
required for normal operation without failure. In contrast capacity. Hence, multipath routing for SPM with only simple
the load balancing options R and O, the load balancing optitwad balancing schemes reveals no or minor benefits.
E cannot compensate the increased capacity requirements b@ptimized load balancing reduces the required backup
load distribution because it is insensitive to the lengthhef capacity of the SPM considerably and the potential savings
primary path. As a result, slightly more capacity is reqdireincrease with path diversification. 5SPM-O is about 10 parce
for 5DSP-4DSP-E than for 4DSP-3DSP-E in the COST-23ints superior to MT-4DSP-O in both networks, which has
network. been proven to be the best feasible PP solution. In the COST

b) SPM: Figures 5 and 6 show the required backup39 network, 5SPM-O is even better than MT-OPT. It requires

capacity in the COST 239 and the Lab03 network for varenly 17% additional capacity to protect the network against
ous SPMs kSPM-E,R,O}) in comparison with the best PPall link and router failures.

schemes (MT#—1)DSP-O and MT-OPT). We motivate the superiority of the SPM by the following
explanation. With the multipath routing of the SPM, eaclklin
90 ; ; + carries traffic from more aggregates than with single primar
S 80t . KSPM-E 1 path routing of PP, but it carries only a fraction of theifffica
2 70l | In case of a link failure, the traffic of more aggregates is
8 60l . [ | affected such that the load of the failed link can be spread
8 [ g KSPM-R out over more backup paths than with single primary paths
5 50 ' 1 and PP. As a consequence, less shareable backup capacity is
g 40 ST MT-(¢1)DSP-O required on the individual links. .
- 307 el T L 1 Like above, there is only a single backup path%et2 in a
% 20 $ MTOPT_ "o P 1 failure case but the corresponding extra capacities folVBESP
§ 10 L kSPM-O | {E,R,C} do not coincide in the figure, i.e., load balancing does
0 ‘ ‘ matter. The optimized load balancing distributes the taffi
2 3 4 5 such a way that strong traffic concentrations are prevemted i
Number k of Disjoint Shortest Paths any network element. This avoids that a large traffic ratetmus

be redirected if this element fails. This idea is similar he t

Fig. 5. Impact of multipath routing and load balancing for te#-protecting \T heuristic, which helps to find suitable primary paths.

multipath in the COST-239 network.

C. Impact of Network Topologies

90 ‘ S . Figure 7 shows the required backup capacity for various
S l: ________________ . kSPM-E | protection mechanisms in various example networks. A point
Z 08 kSPM-R | in the figure stands for a certain network and protection mech
% o | \":::f‘“"~~~~~..,MI,-_(!§:1)DSP-O | anism. The x-axis indicates the average number of.dlswnnt p
8 e T e e allel pathsk* petyvegn any two node_s in the respective n'etwork
g 507 L DE— b and the y-axis indicates the required backup capacity. The
$ 40 [ MT-OPT 1 studied protection switching mechanisms are simple OSPF
2 30+ 1 rerouting, 5DSP-4DSP-O, MT-4DSP-O, 5DSP-OPT, MT-OPT,
% 20 i and 5SPM-O, and their corresponding required backup capac-
g 10l | ities are distinguished by the point shape. Symbols betangi
o 0 ‘ ‘ to the same network are grouped together by a vertical line.

2 3 4 5 The sequence of these vertical lines maps the sequence of the
Number k of Disjoint Shortest Paths letters in the figure. Lowercase letters correspond to ndsvo

taken from [6] while uppercase letters correspond to these
Fig. 6. Impact of multipath routing and load balancing for te#-protecting networks with the modification that nodes with a node degree
muiltipath in the L.ab03 network. of at most 2 are successively removed. Therefore, they have a
higher average node degree than their lowercase courterpar
In contrast to the PP methods, the load balancing functidvote that the MT-5DSP and MT-OPT protection mechanisms



are missing for some networks because for some failure casgshave investigated these issues in [8] and [37] reporflirie
no backup paths could be found due to the choice of tl@ our findings.
primary path. 1) Impact of the Network Topologyn [8] we investigated

In general, we observe that the required backup capacihe influence of the network topology. We simulated random
decreases with increasing for all protection mechanisms. networks and controlled their size and node degree. The
The dashed line shows the least square interpolation of theerage node degree has the major impact on the required
results for 5SPM-O according to an exponential functiomackup capacity because it limits the number of disjoinhpat
Furthermore, the relative savings compared to OSPF ragutiThis number is crucial as the superiority of the SPM is due to
increase with increasing®. The SPM is superior to all feasiblemultipath forwarding and load balancing. Also PP mechagism
PP schemes. That can be explained as followskSP- require only little extra capacity but they are mostly wattsan
(k—1)DSP-0O is structurally very similar to BSSPM because SPM. Unlike the SPM, OSPF rerouting is not able to profit
they use the same disjoint paths okBSP computation. But from a well connected network and, therefore, the supeyiori
due to the limitation of Equation (17), the optimization obf the SPM over OSPF rerouting grows with increasing node
the load balancing function for path protection methods haggree. The size of the network had no significant impact on
fewer degrees of freedom, so, comparable SPMs require lédss required extra capacity.
backup capacity. The 5SPM-0 clearly outperforms mostly all 2) Impact of the Traffic Matrix:In [37] we showed that
other protection mechanisms, only the optimized backubspathe traffic matrix has a tremendous impact on the required
5DSP-OPT and MT-OPT lead sometimes to less backup capbgaekup capacity. We also considered the topologies of the
ity at the expense of a complex multipath backup structureOST-239 and the Labnet networks. The required backup
Hence, the SPM is the best of all feasible solutions in athpacity for the SPM amounts to 17% for a homogeneous
investigated networks. traffic matrix, 23% for a realistic traffic matrix, and 67% fan

extremely skewed and, therefore, also unrealistic traffirix

160 . The extra capacity for OSPF rerouting was 72%, 78%, and
140 | Protection Schemes 114%, respectively. Hence, the SPM saves in all cases dt leas

T u 55% backup capacity. This shows that the superiority of the
120 | MT-4DSP-0 = SPM over shortest path rerouting remains for various traffic
100 SSPMO

- matrices. The PP mechanisms behave similarly, they areewors
80 I ] than SPM, but better than OSPF rerouting.
\ 3) Impact of the Traffic Reduction, Protection, and Band-

Required Backup Capacity [%]

60 ¢ width Reuse Optionstn [37] we have investigated the traffic
40 ¢ reduction, protection, and bandwidth reuse options for the
20 ] calculation of the required backup capacities for the SPM
o Lo hdbCragBD HFG AeLabnet cost mechanism. The traffic reduction options have hardly any

2 3 4 5 impact on the required network capacity. In sufficientlygkar
Avg. Num. of Topologically Disjoint Paths k* networks, link protection is less demanding than router and

full protection. The bandwidth reuse saved about 5% backup

Fig. 7. Comparison of protection switching mechanisms in examptapacity in the studied networks.
networks.

V. CONCLUSION

D. Comparison of the SPM with p-Cycles t lf];-a-”nk 'OL|n%de'f?”Lére occgrtshin atresiI:ent tnetvg;rk, the
. . raffic is quickly deviated around the outage location bytgce
In [5], [35] the p-cycle concept has been investigated. ﬁ%n switching mechanisms. In this paper, we have described

optimal p-cycle layout has been found to protect the netwoF e self-protecting multipath (SPM) and some variants fiat t
with the least capacity possible using a maximum cycle

; . . urpose. They are based on multipath structures consisting
length as side constraint. The experiments were also cdmdiucgnly of disjoint paths and corresponding path failure sfieci

with the COST-239 network but with the original and partl . ! . . i
asymmetric traffic matrix which is given in [36]. The mosétfOad balancing functions. They are simple to implement be

effective solution required 44% more backup-capacitgtes f;iﬁ%;haez ddgongrzIryetrq:(;reetcfﬁrggﬁtglggg(r):gziégethe;[p;CiUimHI
to the capacity requirements for shortest path routing d)asg the failure
on the hop count without resilience. For comparison re<'=1son¥_|_he objecti.ve of our work was the calculation of the path
we calculate the performance value for the 5SPMO and qgt d the load balancing f : for th hani
an additional bandwidth of 23.4%. yout and the loa Joalancing unct|on§ Ort €se mechanism
such that the required backup capacity is minimized for a
given network topology and traffic matrix. The optimization
is based on heuristic algorithms and polynomial-time linea
We have seen above that the required capacity depemtdsgrams (LP). Our numerical results showed that our LP-
significantly on the network topology (cf. Section IV-C) andptimization of the load balancing functions reduces the

on the traffic matrix (cf. Section IV-D). To complete this@yy backup capacity significantly together with multipath ingt

E. Impact of Other Parameters



In contrast, simple load balancing heuristics do not hejp4]
much. The SPM is the simplest and most efficient one of our
investigated backup solutions. It requires only 17% baCkL[IR]
capacity to protect all single link and node failures in the
COST239 network for a homogeneous traffic matrix while
convenﬂonalshonestpaﬂlUeyouﬂngneedsabout?29ﬁ$1tu6
case. Of course, the backup capacity depends on the nenNorL
topology and the traffic matrix but we have shown that th[%]
superiority of the SPM over shortest path (re)routing rermai
for other networks and heterogeneous traffic matrices. Fhe p
cycle approach is another well known protection switching?8l
mechanism which has also been recommended to save extra
capacity for protection purposes. Its minimum backup ceépac
in the COST239 network is 44% for a “real life” traffic matrix
[5], [35] while our calculation for the SPM approach reqgsire
only 23.4% backup capacity under the same conditions.
Currently, we are working on the configuration of the SPN#C!
for existing networks with given link bandwidths. We would
like to investigate the impact of multiple failures on the o
degradation in networks that are resilient to single faur [21]
Suitable network structures are a prerequisite for cheakupa
capacities and should be further identified. [22]

(19]
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