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Abstract. In this paper we evaluate the performance of a content distribution
service with respect to reliability and efficiency. The considered techpdiar
realizing such a service can either be a traditional client/server (CSjettiie

or a peer-to-peer (P2P) network. In CS, the capacity of the server lottieneck

and has to be dimensioned in such a way that all requests can be acdatechat

any time, while a P2P system does not burden a single server since tbatdsn
distributed in the network among sharing peers. However, corruptikefiles

may diminish the reliability of the P2P service due to downloading of useless
contents. We compare a CS system to P2P and evaluate the downloading time,
success ratio, and fairness while considering flash crowd arrivdle@mupted
contents.

1 Introduction

The volume of traffic transported over the Internet has dralf increased over the
last few years. The download of multimedia contents or saféwpackages may con-
sist of large files imposing high requirements on the bantiwid the file servers. In
conventional systems this means that the servers must Iperbralimensioned with
sufficient capacity in order to service all incoming file regts from clients. On the
other handpeer-to-peer(P2P) technology offers a simple and cost-effective way for
sharing content. Providers offering large volume distiidns (e.g. Linux) have recog-
nized the potential of P2P and increasingly offer download€Donkey or BitTorrent.

In P2P, all participating peers act simultaneously as tdiand as servers, and the
file is not offered at a single server location, but by mustisharing peers. Since the
load is distributed among all sharing peers, the risk ofloaeling servers with requests
is reduced, especially in the presence of flash crowd astivdbwever, this flexibility
comes at a slight risk. Since the shared file is no longer atglesirusted server lo-
cation, peers may offer a corrupted version of a file or pdrit @his is referred to
aspoisoningor pollution [1] depending on whether the decoy was offered deliberately
or not. When the number of fake peers is large, the disseromati the file may be
severely disrupted. All of this leads to a trade-off consitien between high reliabil-
ity at the risk of overloaded servers and good scalabilitgretthe received data may



be corrupt. In this context, we define reliability as the Eklity of a single file over
time in a disruptive environment. This is expressed by tleesss ratio of downloads.
While in some structured P2P network types, the disconnecticegmentation of the
network topology due to node failure may influence the abditg of content, we will
only focus on unstructured P2P systems and assume that eacltgn contact any
other peer with the same probability (epidemic model). Thigalid e.g. in eDonkey
networks. In this case, the availability of a file is expresbg the number of sharing
peers. Hence, the availability in the P2P networks we censgdpredominantly influ-
enced by the user behavior [2], like churn, willingness tarsha file, or impatience
during downloading.

In this paper, we investigate the trade-off between clgamter (CS) and P2P file
sharing using simple models. While we assume the file streeod download mech-
anism to be operating like in eDonkey, the model can be eagiiynded to any other
P2P network. Our focus of interest lies hereby on the dowdit@ptime until success-
ful completion of the file and the number of aborted downlodwls to the impatience
of users. With these performance metrics we can justify undiéch conditions a P2P
network outperforms CS. In addition, fairness of the CDSvissidered as well.

The paper is organized as follows. In Section 2 we briefly sanme existing work
related to evaluating content distribution systems andpaying P2P with CS. Sec-
tion 3 provides the models and assumptions that we impos®edtion 4, we provide
numerical results for the comparison of the performance2ai® ®Rith CS in terms of
success ratio, download duration, and fairness. Findlly, gaper is concluded with a
summary and an outlook on future work.

2 Related Work

Most studies on the performance of P2P systems as conténithation network rely on
measurements or simulations of existing P2P networks. ¥ample, Saroiu et al. [3]
conducted measurement studies of content delivery sydtahsvere accessed by the
University of Washington. The authors distinguished tedfiffom P2P, WWW, and the
Akamai content distribution network and they found that thejority of volume was
transported over P2P. A comprehensive survey of differé®-Pased content distribu-
tion technologies is given in [4]. In [5] a simulation studfy 2P file dissemination
using multicast agents is performed and the propagatioeruifferent conditions is
studied. HoR¥feld et al. [6] provide a simulation study of thell-known eDonkey net-
work and investigate the file diffusion properties understant and flash crowd ar-
rivals. However, most work on P2P file diffusion as those rioerd above usually do
not assume any fake files from pollution or poisoning.

Han et al. [7] study the distribution of content over P2P andsider rewarding
strategies as incentives to improve the diffusion. Thewstiat the network structure
in terms of hierarchy and clustering improve the diffusiaeroflat structures and that
compensating referrers improves the speed of diffusionaandptimal referral pay-
ment can be derived. The user behavior and an analysis oatioaale in file sharing
is studied in [8] using game theory. The focus lies on fremgdn the network and the
authors offer suggestions on how to improve the willingrafsgeers to share. Qiu et



al. [9] model a BitTorrent network using a fluid model and istigate the performance
in steady state. They study the effectiveness of the ingentiechanism in BitTorrent
and prove the existence of a Nash equilibrium. RubensteihSahu [10] provide a
mathematical model of unstructured P2P and show that P2®riet show good scala-
bility and are well suited to cope with flash crowd arrivalsiother fluid-diffusive P2P
model from statistical physics is presented by Carofiglialefl1]. Both, the user and
the content dynamics are included, but this is only done endilel and without pol-
lution. These studies show that by providing incentiveshtogeers for sharing a file,
the diffusion properties are improved. We include appmatprparamters in our model
which capture this effect, while also considering pollatio

Christin et al. [1] measured content availability of popi&P file sharing networks
and used this measurement data for simulating differetatimh and poisoning strate-
gies. They showed that only a small number of fake peers causey impact the user’s
perception of content availability. In [12] a diffusion meldor modeling eDonkey-like
P2P networks was presented based on an epidemic SIR [13]l.nTdde model in-
cludes pollution and a peer patience threshold at which és pborts its download
attempt and retries later again. It was shown that an evafuaf the diffusion process
is not accurate enough when steady state is assumed or thed ordy considers the
transmission of the complete file, especially in the presafdlash crowd arrivals.

3 Modeling the Content Distribution Service

In the following we will consider two alternative architaoes for content distribution:

P2P and a traditional client/server structure (e.g. HTTFDP server). We include
pollution from malicious peers in the P2P model offeringefalontent. On the other
hand, the client/server system is limited by the server éditti. In both systems we
assume that the user is willing to wait only for a limited tiongtil the download com-

pletes. If the downloading process exceeds a patiencentiickghe user will abort his

attempt. We will use these models to later analyze the bereiid drawbacks of each
architecture.

3.1 Peer-to-Peer Network

In the P2P model we assume that the file sharing process ofatfilsize f,;.. operates
similar to the eDonkey network. The sharing itself is parfed in units of 9.5MB, so-
calledchunks and the data of each chunk is transferedblimcksof 180kB. In order
to make the model more tractable, we simply consider thaht e consists ofAMf
download data units. After each chunk is downloaded, it eckkd using MD5 hashes
and in case an error is detected e.g. due to transmissiors gtine chunk is discarded
and downloaded again. After all chunks of a file have beenessfally downloaded,
it is up to the peer if the file is kept asszederfor other peers to download or if it
is removed from sharddecheror free rider). In this study, we only consider a file
that consists of a single chunk wifif = 53 download units which corresponds to the
number of blocks in a chunk. Thus, the terms block and dovetitizea unit will be used
interchangeably.
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Fig. 1. Flow diagram of P2P file sharing model

Description of the Flow Model As mentioned above, errors may occur during the
download process of a chunk rendering it useless. This mésrhds used by malicious
peers deliberately introducing erroneous chunks to theliéging network. In order to
characterize the dynamic behavior of the P2P network Witimalicious peers, referred
to asfake peerswe extend the model in [12]. This model is based on the eficidifx
fusion of diseases [13] and is characterized by a diffeaéatjuation system describing
the transitions between each of the states a peer travémgesly, there are onlyS,
peers in the system sharing a correct version of the filefaridke peers. Requests for
downloading the file arrive with rate. A peer downloads\// units of the file where it
has the possibility of reaching a correct version of the dddak with probabilityp,.
Since we assume an equal probability for reaching a sharirigke peerp, can be
given as in Egn. (1) at time

S(t)
= 5H+ K @)

The population of peers with successful downloads wiits is defined a®);. Af-
ter having successfully downloadéd data units, an error check is performed and the
chunk is discarded in case of an error. If the download of thizeechunk was success-
ful, the peer either shares the file and enters populdiwith the sharing probability
ps or entersL of non-sharing peers with the complementary probabllity p,. On the
other hand, if the download attempt of the chunk failed beeani downloading at least
one block from a fake peer, the peer aborts with probabhiljtgnd retries the download
attempt withl — p,,.

The download ofi data units of which at least one is corrupt is represented by
stateF;. The number of fake peer® is assumed to remain constant throughout the
observation period. The system model with all populatiorstaeir transitions is shown
in Fig. 1. The system of differential equations describimg dynamic behavior of each
population is given in Eqns. (2-8).

Do =X+ (1= pa) [Far—1+ (1 —py) Dyy—1] — p Do )



D; =upyD;_1 — uD; i=1,....M—1 (3)

Fy=p(l—p) Do — pFy 4)
Fi:u(l—Pb)Di—1+MFi—1_ﬂFi i=2,....M—1 (5)
S=v+pupspy Dnv—1—nS (6)
L=p(l—ps)pp Day—1 —nL (7
A= ppa [Far—1 + (1= py) D] =0 A (8)

The other variables that have not yet been discussed ardeheduest raté\ and
the rates for leaving the system Furthermorey is the rate of arrivals of peers that
share the file which they obtained from another source tham fthis network. For
peers in the network, we will assunfiash crowdarrivals ashA = —a\ with initial
value of A\(0) = X¢. Hence, the flash crowd scenario corresponds to an expafignti
decreasing arrival rate with parameter

A(t) = Age ot (9)

For the sake of simplicity we assume that a peer decideswe taay if he either has
successfully completed the downlosfigndL) or when he aborts the download attempt
(4). In Fy;_1, the peer may enter the populatignwith abort probabilityp, or else
retries the attempt. Perhaps the most important variabifleeirmodel is the download
rate per data unjt(¢). We use the same approximation as in [12] which assumedthat i
there are enough sharers, the download bandwigiiof a peer will be the limitation,
otherwise all requesting peers fairly share the upload Wwattt r,,,, of all sharing peers,
see Eqn. (10).

M w (S(1) + K
p(t) = 7—min { zgglrpi ((t)(+) g%)l Fi(t) mn} >

Note that all variables in the equation system are in facttions of time resulting
in a highly non-stationary behavior. Finally, it should leevarked that the continuous
transition rates lead to a slight inaccuracy from non-iatggppulation sizes which do
not appear in reality, but reflect the average values.

Evaluation of the Download Duration From the solution of the dynamic system in
Eqgns. (2-8), we can indirectly derive the transmission tloma until reaching an ab-
sorbing populatiors, L, or A. The statess and D; allow from Eqn. (10) the compu-
tation of the download rates per data unit). For the computation of the download
durationd(t), let us consider the start of the download attempt of a chutikna t, and

a series of time instants, . . ., t5,. Eacht; indicates the time at which the downloading
of one data unit is completed. Since the transmission ragewith respect to the trans-
mission of a block, the; values can be computed by numerical solution of Eqn. (11)
for a givent,.

ti
/ ut)dt =1 1<i<M (11)
ti—1
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Fig. 2. Computation of block and chunk transmission durations frdi)

Once the whole chunk is downloaded, we also define this tistam asl’;, j > 1 indi-
cating withj the number of attempts a download attempt was made stattifyg @hus,
to is always set to the starting time of a new chunk download armbnsidered only
within the context of a chunk. The relationship betwegt), ¢;, andT7} is illustrated in
Fig. 2.

At time instantsl’; we compute the probability that the chunk was correctlyivece
by considering the possibilities of encountering a fakeseat all¢;. The probability
for a correct blockp (¢;) at the start of each block download inter{ial ¢,.1] and the
probability of the chunk being correctly received is thedarct over each of the correct
block probabilities beginning dg.

M-1

pe(to) = H (i) (12)

If the chunk was not successfully downloaded, the peer @®tusretry its attempt
with probability 1 — p,. The average successful download durati¢t) is then com-
puted considering.(t) and p,. If we define the random variable of trials,(7})
needed for successfully completing the download whichtediaat 7, after thej-th
download attempt, we obtain the probabilities in Eqn. (13).

P(Xs(TO) = 1) :pc(TO)

. i=2 3
P =) = (- pf @) [[(—pe@))  Gz2 O
k=0

The average time until successfully completing the chuniedoad which the peer
started at timd, follows then as shown in Eqn. (14). The probabilitiesfanT,) must
be normalized by all possible realizations in order to oaketthe successful download
completions into account.

P(X,(Th) = j)
2im1 P (X(To) = F)

8(To) =) (Tj — To)

Jj=1

(14)
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3.2 Client/Server System

In order to compare the performance of P2P and a server-lsys¢ein, we need to
match the conditions like the available capacity of theeysand aborted downloads.
A server in the Internet, e.g. HTTP or FTP server, transfeescomplete file and does
not split it into chunks. Hence, the client behavior must lleded in a different way
from P2P w.r.t. aborting the download. The server modeli;yghper needs to consider
impatient users which cancel their downloading attemgtéftotal sojourn time in the
system exceeds an impatience threshbl&or comparing the CS system with a P2P
system can be obtained from the P2P system for a given abort pratyapil using
the sojourn time of peers until they abort the download. V&lithabuse of the Kendall-
notation, we will denote the server systemdst)/GI/1"1 — PS, see Fig. 3. The
gueue length at the server is assumed to be infinite.

M (t) means that requests arrive at the server with a non-stagiGtmsson process
using the flash crowd arrival rate(¢) described in Egn. (9). The system itself has a
total constant capacity = Sy ., which corresponds to the total bandwidth available
in the P2P system at timte= 0.

We assume that the complete bandwi@tlis split equally among all downloading
clients with the processor sharing discipline. Howeves,nihmberD(¢) of simultane-
ously served clients is restricted to a maximurmEach client is served by one virtual
service unit and is guaranteed a minimal offered downloaulwadth of C/n. If less
than the maximum number af service units (or parallel download slots) are actually
occupied, a client receiv&s/D(t). Thus, the average service rate of the system is then
either limited by the bandwidth that each simultaneouslymoading client gets or the
maximum client download bandwidity,, as given in Eqn. (15). We ugé™! — PS in
the notation for the server model to describe this servitetier.

() = min {rdn, %} (15)

The service requirement follows a general distributieh and describes the sizes of
the files to be downloaded. As we consider only a single fild sitfixed size, the
corresponding system ie/ (t)/D/1"1 — PS.



The impact of the number of service uniton the average goodput each user ex-
periences is illustrated in Fig. 4. The goodput is the ragbmeen the file size and
the sojourn time of a user, where latter is the sum of the servine and the waiting
time. This figure also shows the equivalent curve fodlé(t)/GI/n system with rate
1 = C/n. In the processor sharing modelyif< C/r4,, the downlink of the client is
the bottleneck in the system and(t)/G1/1"1 — PS is equivalent to thé/ (t)/GI /n
system. Fom > C/ra,, both systems show a different behavior. The processor shar
ing discipline utilizes the entire capaci€y and can therefore be seen as the best case
scenario in terms of bandwidth efficiency. From Fig. 4, we a0 recognize the exis-
tence of a maximum value at = [C/r,4, | where the highest efficiency can be found.
While for n < n* the average bandwidth is limited by the client download bédth,
for n > n* the capacity of the server is the limiting factor. Note that/# = % the
system results in a pu® (t)/GI/1 — PS queue, as the total number of arriving users
in the system is limited in the considered flash-crowd sden?lnolo fot A(t)dt = %

4 Numerical Results

We will now show numerical results and compare the P2P andyS®m in perfor-
mance. Unless stated otherwise, we will make the followisguanptions as summa-
rized in Tab. 1. Note that withh = 0, v = 0, and the limited number of arrivals
(lim¢— 00 A(t) = 0), all peers remain in the system after their either sucakssfun-
successful download attempt. Therefore, the populatiyns, and A increase mono-
tonically. The capacity of CS i§' =12.8Mbps. Due to the complexity of the CS system
and since we focus on the performance of P2P, we will provigeerical results for
the client/server system by simulation.

We investigate the influence of the maximum numbesf parallel downloads at
the server, the numbdk of fake peers, and the user’s patierfcen the number of
successful downloads and the expected download time. Tweldad has to be finished
within the timed the user is willing to wait. In addition, fairness of the CD&slto be
considered as well. In a fair system each user experiendeslarsdownload duration
like others.

4.1 Evaluation of the P2P Flow Model

First, we validate the analytical P2P flow model with simiagliat Fig. 5(a) shows the
final average population sizes of sharing peers and abgotiegs over the number of

Table 1. Default parameters for evaluation of P2P and CS system

general parameters P2P parameters
file size [size| 9.5MB ||initial sharing peerss,|100
upload bandwidth | r.;, |128kbpgseeder arrival rate| v | O
download bandwidthr, |768kbps/departure rate n| 0
initial arrival rate Ao 1 sharing probability ps | 0.8
flash crowd decay | « | 10~ [abort probability [p,|0.2
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Fig. 5. Comparison of simulation results with analytic flow model

fake peerdy, when the whole population is in the absorbing stated,, A. The values
are obtained from 20 simulation runs and error bars repté¢ise®9% confidence inter-
vals. The analysis matches the simulations well with oriyhsldifferences due to the
underlying Markovian assumption at state transitions.ddwiracy can be increased by
inserting additional intermediate states at the cost ofjadri computational complexity
for solving the equations. Fig. 5(a) shows that a small nurob&” = 10 fake peers is
almost sufficient to prevent any peer from completing therdoad.

Since we consider a non-stationary system, the downloaatidarvaries over time
according to the current system state. Fig. 5(b) shows theage duration of a peer
as function of the starting time of the download f&r = 4. The analytical result is
computed directly from Egn. (14) and compared to valuesiobtefrom 20 simulation
experiments. In both scenarios with different abort andisgarobabilities, the curves
show a good match. The flash crowd arrival causes in both eastesng increase with
a linear decrease and in the case of no retrials and albuisérs ¢, = 1, p; = 1),
the duration is significantly smaller since peers only aftetn download the file once.
On the other hand, whem, < 1 the number of trials has an average greater than one
resulting in longer download durations, see Eqn. (13).

4.2 Success Ratio

The performance of P2P and CS is now compared regarding teessiratio, i.e.,
the ratio of successful downloads to the sum of successfilladorted downloads.
In order to make a fair comparison, we now use a determingsigence threshold
# = 50, 100, 150, 200 minutes after which a user in both systems cancels the dagnlo
The success ratio in P2P is 100% for- 50 and smalli{, see Fig. 6(a). However, when
K increases from 6 to 7, the success ratio Witk 200 reduces to about 50% and for
even largerK no peer completes the download. Fig. 6(b) shows the equivedsults
for CS as function of the number of service unitsExcept whem is too small, the
success ratio lies above that of P2P for e@obspecially when the optimal valug is
chosen.
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We conclude that the client/server system has at least toessiratio of P2P, if the
client bandwidths are known a priori for dimensioning théiroal number of service
units. The P2P system strongly suffers from the presenagoahtany fake peers.

4.3 Download Duration

The key performance indicator from the user’s viewpoinhis dverall download dura-
tion, i.e., the interval from the request of a file until it€sassful download. In Fig. 7(a),
the time for successful downloads and the sojourn time oftadalownloads is de-
picted. Since the patience time is deterministic, the afroe is given as straight lines
for eachf. The lines begin at values & where the success ratios become less than 1.
The successful download duration increases ithntil impatience manifests itself in
increased canceled downloads. Peers beginning their dadhéter benefit from this
effect. As a result the mean download time stays constantssr @ecreases again with
K and the 99%-confidence intervals from the simulation ruesei@se due to the de-
creasing number of successful downloads which can be usmripute the averages.
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Fig. 7. Durations of successful downloads
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The results in Fig. 7(b) show that well dimensioned systemg/she best download
performance. However, if the optimal capacity is a priorkomown, the P2P system
outperforms the server as the capacity of P2P increasesthdthumber of sharers.
If the peers behave altruistic, the P2P system has its aalyasitand might cope with
even more extreme flash crowds, which will crash a serverfixéil capacity. The P2P
system mainly benefits from incentives and its multiple sedechnique when sharing
already received chunks to other peers, thus fosteringabparation among peers [2].

4.4 Fairness

We choose the fairness indicatdr= (1 + ci)_1 given in [14] which returns values
between 0 and 1. Low values of the fairness index indicatenéinsystem, while a fair-
ness index of one describes a completely fair system, wiierseas experience exactly
the same download time. The tewh is the coefficient of variance of the considered
performance measure which is the download time a user experiences. Indeperadent
the number of fake peers or the patience timé, the P2P system is a more fair system
with higher fairness index above 0.9, cf Figure 8(a). On theohand, CS reaches such
fairness only for very large in Figure 8(b). In that case, the average download time,
however, is larger than in the P2P system (for a small numbfake peers).

We can conclude that a well dimensioned CS with a priori kieolge of the clients’
bandwidths outperforms P2P at the cost of fairness. Furtbes, we could see that the
influence from only few fake peers is sufficient to severelydmwn the performance
of the P2P system.

5 Conclusion

In this paper we presented a flow model for a P2P file sharingarktand compared its
performance to a client/server system. While in generalribiseasy to compare both
types of networks due to their inherently different struety we could qualitatively
investigate both architectures under comparable situgtio



Basically, when it comes to the reliability, servers are lileter choice, as manip-
ulated data is not being injected into the network. Howefrem the view of the end
user, the same effect may be experienced when downloadingdrtrusted server as
with P2P networks with pollution or poisoning. Especiallyhen the request arrival
rate is high, the waiting time until the download can be pssee or its duration may
become too long. The problems in CS performance can be awerby adding further
server capacity.

On the other hand, P2P systems can be easily made inoperbble many fake
sources exist. If the initial number of sources is small ¢hisra risk of these peers
leaving the system which would make the network lose cordaatto churn. For this
reason, it is important that incentives are being providepders to increase the will-
ingness to share the data. Enhanced error detection meatsniust be provided to
reduce the number of retransmission in case of errors. Thiklde done in combina-
tion with a caching peer which acts like a server but whoseertris being determined
by the requests of the peers.
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