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ABSTRACT
The High Speed Downlink Packet Access is designed for the
efficient transport of best-effort traffic in UMTS networks.
HSDPA uses fast scheduling with adaptive modulation and
coding for the rapid adaptation of the instantaneous chan-
nel bandwidth to the channel quality. A simulator for such
a system has to model these mechanism properly, which is
classically done with help of link-level simulations. Addi-
tionally, traffic-dynamics on flow-level and radio resource
management have a significant influence on the system per-
formance, but a statistical sound evaluation requires long
simulation runs, which prohibits an exact simulation on a
small time-scale. Our contribution is a novel flow-level sim-
ulation framework, which captures on the one hand the im-
pact of the physical layer, and enables on the other hand the
efficient simulation of large scenarios over a long time. The
framework uses analytical methods to calculate user band-
widths for different scheduling types and propagation envi-
ronments as well as the required transmit powers and code
resources for arbitrary radio resource management schemes.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Modeling techniques

General Terms
Performance, Design

Keywords
simulation technique, flow-level simulation, UMTS, HSDPA

1. INTRODUCTION
Mobile network operators continue to deploy the High

Speed Downlink Packet Access (HSDPA) service in their ex-
isting Universal Mobile Telecommunication System (UMTS)
networks. From the users perspective, the HSDPA offers
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high bit rates (promised are up to 14.4Mbps) and low la-
tency. From operators perspective, the HSDPA is hoped to
play a key role for the much longed for breakthrough of high
quality mobile data services. From a technical perspective,
HSDPA introduces a new paradigm to UMTS: Instead of
adapting the transmit power to the radio channel condition
in order to ensure constant link quality, HSDPA adapts the
link quality to the radio channel conditions. This enables
a more efficient use of scarce resources like transmit power,
code resources and also hardware resources.

The basic principle of the HSDPA is to adapt the link
to the radio channel condition with help of adaptive mod-
ulation and coding (AMC). For this reason, it employs a
shared channel, the High Speed Downlink Shared channel
(HS-DSCH), which is used by all HSDPA users. By using a
shared channel, radio resources are occupied only if a trans-
mission occurs, which enables a more efficient transport of
bursty traffic. In each transport time interval (TTI), the
scheduler located in the NodeB decides about the users to
be scheduled and about their data rate. The scheduling de-
cision can be either on behalf of channel quality indicator
(CQI) reports from the User Equipments (UE) to enable
opportunistic scheduling schemes which use the air inter-
face more efficiently, or simple non-opportunistic schemes
like Round-Robin can be used which shares the resources
time-fair among the users. The rate selection in the NodeB
is done according to a direct relation between CQI and the
transport format resource combination (TFRC), which de-
scribes the number of information bits per TTI, the modu-
lation scheme and following from that the code rate.

In a system where HSDPA and Dedicated Channels (DCH)
coexist within one frequency spectrum, both channel types
have to share the radio resources, which are transmit power
and code resources. This means that both traffic types can
influence each other significantly [13, 15] not only by re-
source preemption at the same NodeB, but also by interfer-
ence in surrounding cells.

The performance evaluation of such a system is a diffi-
cult task due to its complexity and different time-scales in-
volved. On a small time-scale, the HSDPA user bandwidth
may change every 2ms, and the DCH power control takes
place every slot, i.e. 0.67 ms. On a larger time-scale, the
traffic dynamics influence the radio-resource situation of the
system and have to be captured properly. Also, the effects of
admission control and resource reservation have to be con-
sidered. Additionally, the size of the studied network sce-
nario must be large enough to get a realistic view on the
impact of other-cell interference.
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Figure 1: Schematic view of the HS-DSCH

Because of this complexity, simulations are mostly the tool
of choice for performance evaluation studies. However, it is
difficult to build a simulation which on the one hand con-
siders the physical layer with its effects on small time-scales
properly, and on the other hand considers effects on large
time-scales like the impact of traffic dynamics. In the liter-
ature, one can therefore mostly find papers which focus on
a particular effect in an otherwise fixed scenario.

Our contribution is a simulation framework which models
the impact of small time-scale mechanisms, but is on a higher
abstraction level which also enables the effective simulation
of large scenarios. This is achieved by analytical models
for the physical layer, which are then used by a flow-level
simulation covering long-term traffic dynamics.

In the next section, we motivate this work and give an
overview of existing simulation tools as far as they are known
to the authors. Section 3 introduces the basic principles of
our simulation framework. In Sec. 4, radio resource shar-
ing as well as the transmit power and interference model is
explained. The HSDPA bandwidth model is introduced in
Sec. 5, with a special focus on different scheduling disciplines
including a validation by means of detailed link-trace sim-
ulations. In Sec. 6 we conduct simulation studies in order
to inspect the accuracy of the approximation model for the
user throughput in a static state that the system assumes
for a finite period of time. Finally, we conclude our work in
Sec. 7.

2. MOTIVATION AND RELATED WORK
The performance of a combined HSDPA/UMTS-system is

influenced by several key factors which we describe in this
section. We focus on the HSDPA, since models for the DCH
are well known in the literature with several assumptions
regarding power control, code limitations etc. [17, 18]. HS-
DPA uses the HS-DSCH as shared transport medium for all
users within one sector or cell. The HS-DSCH shares two
radio resources with the DCH users: Orthogonal Variable
Spreading Factor (OVSF) channelization codes and trans-
mit power. In contrast to a DCH connection, which uses
normally only one code, the HS-DSCH may utilize up to
15 codes with spreading factor (SF) 16 in parallel for the
transmission to one user.

Every TTI, corresponding to 2 ms, the controlling NodeB
selects a UE for transmission according to the implemented
scheduling discipline. The most common scheduling disci-
plines in this context are the simple Round-Robin scheduler,
the Proportional-Fair and the MaxRate or MaxTBS sched-
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Figure 2: RRM schemes for HSDPA/DCH

uler. The latter two are channel-aware schedulers. Their de-
cision process considers the current channel quality, which is
signaled to the NodeB in a feedback loop as CQI. The CQI
is a discretization of the signal-to-interference-ratio (SIR)
at the UE and defines a direct relationship to the Trans-
port Block Size (TBS) defined in [1], which is the maximum
number of bits that can be transmitted within one TTI, the
number of required parallel codes as shown in Fig. 1, the
modulation scheme and the coding rate, i.e. the ratio of in-
formation bits to total number of bits. Consequently, the
number of available codes directly restricts the maximum
possible TBS.

The performance of the HSDPA is directly or indirectly in-
fluenced by the following factors: Code resources, transmit
power, scheduling discipline, number of users which share
the HS-DSCH, interference situation, UE category and mul-
tipath propagation profile. The code resources and the trans-
mit power are radio resources which can be influenced by the
implemented radio resource management (RRM) scheme in
the NodeB. Here, different approaches exists from fast adap-
tation to static reservation with and without preemption for
DCH users or hybrid schemes as illustrated in Fig. 2 [8, 13].
However, what they have in common is that the performance
of the HSDPA is also influenced by the amount of radio re-
sources required by the DCH users, so the impact of these
schemes make long-term simulations necessary since other-
wise the traffic dynamics, e.g. if a flow with a large data
volume gets only a small bandwidth, cannot be captured
properly. Another example is the impact of different trans-
mit power allocation schemes, which mainly affect the per-
formance indirectly by the amount of generated interference:
here it is important to take the traffic dynamics in surround-
ing cells into consideration. Also, performance metrics like
blocking probabilities for HSDPA and DCH users require
long simulation runs in order to get statistically valid re-
sults. So, these are factors which influence the performance
on a large time scale.

The instantaneous CQI of a user depends on the current
interference situation, the HS-DSCH transmit power and
the multi-path channel condition. These are factors which
change every 2 ms and are often modeled with link-layer sim-
ulations. However, the small time-scale makes this approach
impracticable for large scenarios and long simulation runs.
For power-controlled DCH-connections which are designed
to keep the channel bandwidth at a certain QoS-target, well-
known analytical models exist which provide good approxi-
mations of the resource requirements. For the HSDPA, such
approximative models do not exist yet.

In the literature, an often used approach to speed up sim-
ulation times is to use physical layer traces of CQI or TBS
values, which are generated offline by specialized link-level
simulators. The traces are then used as input for higher-level



network simulators. While this approach only requires mem-
ory for the traces, it is inflexible regarding channel quality
variations which are not primarily due to the radio link it-
self but due to external factors like available code resources,
transmit power and other-cell as well as own-cell interfer-
ence. It can be said that this is an attribute common to all
simulators which use physical layer traces. A well known
simulation tool relying on this approach comes from the
EURANE project, which resulted in the development of a
packet-level HSDPA simulator on the base of NS-2 [5]. The
EURANE simulator uses pre-generated physical layer traces
which provide block error rate (BLER) and current band-
width in each TTI. Further examples for trace-based simu-
lators can be found in [4, 6, 10, 14].

Other approaches [11, 15, 20] use Monte-Carlo techniques.
While Monte-Carlo simulations are generally time-efficient
and easy to implement, it is difficult to capture the impact
of flow-dynamics. Especially when using a volume-based
traffic model for the HSDPA users, the mutual dependency
between sojourn time and available bandwidth can only be
approximated as in [11, 12] for Round-Robin scheduling.

Flow-level simulation tools as proposed in this work are
to the best knowledge of the authors not described in the
literature yet. However, in [21], the impact of traffic dy-
namics on the HSDPA performance is described for a sin-
gle cell scenario. The HSDPA bandwidths are obtained via
Monte-Carlo simulations which are then used as input for
time-dynamic simulations and an analytical model.

3. FLOW-LEVEL SIMULATION
FRAMEWORK

The framework provides the means to build a discrete-
event flow-level simulation. The term “flow-level” refers to
the modeling of an ongoing data transport as a continu-
ous flow with a certain data volume or holding time. We
have to distinguish between QoS flows which require a fixed
bandwidth, as for voice calls over DCH transport channels,
and between “best-effort” or elastic flows which adapt their
bandwidth requirements to the currently available band-
width. Such a flow may be an FTP transfer or the com-
bined elements of a web page including inline objects such
as embedded videos, so it may consist of overlapping TCP
connections. A flow can be loosely defined as a coherent
stream of data packets with the same destination address
[16]. An import distinction between the two flow types is
that QoS flows typically follow a time-based traffic model,
which means that the user wants to keep the connection for
a certain time span. In contrast, elastic flows are volume
based, i.e. the user is satisfied as soon as a certain data vol-
ume is transmitted.

The advantage of the flow-level concept is that it is suffi-
cient to know the mean bandwidth a flow gets between two
events. In the context of HSDPA simulations, this avoids
the explicit calculation of TBS values every 2ms. Summa-
rizing, the basic idea is to find a balance between number
of events which have to be processed in the total simulation
time and accuracy.

An event is characterized by its type and its event time
te. We denote the time between two events with ∆te. In the
simulation framework, events are generated if flows are arriv-
ing into or departing from the system, or if it is required to
recalculate radio resource requirements, interference or HS-
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Figure 3: Flow-level simulation concept

DPA user bandwidth. Events are therefore predominantly
generated at the starting- and ending-points of a flow. How-
ever, other events are also possible e.g. if a user changes
it’s location significantly, or if Radio Resource Management
(RRM) performs operations such as power-ramping or power
adaptation within ongoing flows. Depending on the type of
the event, different actions are performed.

QoS and elastic flows are treated different in the simu-
lation. While for the former the departure time is known
at the beginning of its life time, the departure time of elas-
tic flows depends on the bandwidth they can utilize. So at
each event, the transmitted data volume in the time span
∆te and the remaining data volume is calculated. Then,
the mean HSDPA bandwidths for all flows are recalculated
and the new departure times are estimated on base of the
new bandwidths. Fig. 3 illustrates the principle with two
example flows. The second flow arrives at time te(n). The
thickness of the flows illustrates their bandwidth. If flow 2
departs from the system at te(n+1), the new departure time
for flow 1 is estimated as t′e(n+ 2).

In the following sections, we introduce the RRM and in-
terference model and explain how the mean bandwidth of
the HSDPA users is calculated.

4. HSDPA RESOURCES:
CODES AND TRANSMIT POWER

The radio resources shared by DCH and HSDPA users are
transmit power and channelization codes. The controlling
NodeB is responsible for enforcing an RRM scheme. In the
following, Cx,h denotes the number of SF 16 codes and Tx,h

the transmit power available for the HS-DSCH. If adaptive
resource allocation without reservation is used, the radio
resources available for the HS-DSCH are

Cx,h = C∗
x − Cx,d − Cx,c and

Tx,h = T ∗
x − Tx,d − Tx,c,

(1)

where C∗
x and T ∗

x are the maximum number of codes and
maximum transmit power. Cx,c and Tx,c are reserved for
signaling and pilot channels. Cx,d and Tx,d are the resources
used for dedicated channels.

A UMTS network is defined as a set L of NodeBs with
associated UEs, Mx. A DCH user k corresponds to a radio
access bearer at NodeB x ∈ L that is defined by its chan-
nelization code, the information bit rate Rk, and a target
bit-energy-to-noise ratio (Eb/N0) ε

∗
k. Let Cx,k be the num-

ber of SF16 codes user k occupies, i.e. a SF128 code leads
to Cx,k = 1/8 and a SF8 code to Cx,k = 2. Altogether the



DCH users occupy

Cx,d =
��

k∈Mx

Cx,k� (2)

codes.The transmit power requirement from NodeB x for a
DCH user k is

Tx,k =
ε∗k ·Rk

W
· �W ·N0 + Ioth

k

dx,k

+ α · Tx� , (3)

whereW denotes the system bandwidth of 3.84 Mcps, N0 de-
notes the thermal noise spectral density of −174 dBm/Hz,
α is the orthogonality factor, and dx,k is the average propa-
gation gain from x to k. The other-cell interference Ioth

k is
the total power received at mobile k from the surrounding
NodeBs, and according to the most commonly used inter-
ference model [7] the own-cell interference is approximated
by the orthogonality factor:

Ioth
k =

�
y∈L\x

Ty · dy,k and Iown
k = α · Tx · dx,k (4)

We introduce now the boolean variable δx,h that indicates
whether NodeB x serves at least one HSDPA user in order
to enable off-switching of the HS-DSCH transmit power if
no user is active. Furthermore, we follow [18] in defining the
load of cell x with respect to cell y as

ηx,y = �
k∈Mx

ωk,y

with ωk,y =
ε∗k·Rk

W
· � α , if L(k) = y

dy,k

dL(k),k
, if L(k) 6= y.

(5)

Using these variables we are able to formulate a compact
equation of the total NodeB transmit power:

Tx = δx,h · T ∗
x + (1 − δx,h) · �Tx,c +

�
y∈L

ηx,y · Ty� (6)

where the DCH transmit power is given as

Tx,d =
�
y∈L

ηx,y · Ty. (7)

In these equations, we neglected the thermal noise since it is
by magnitudes smaller than the multiple access interference
for a reasonable cell layout. The introduction of the vector

V [x] = δx,h · T ∗
x + (1 − δx,h) · Tx,c (8)

and the matrix

M [x, y] = (1 − δx,h) · ηx,y (9)

leads to the following matrix equation:

T = V +M · T ⇔ T = (I −M)−1 · V (10)

The matrix I is the identity matrix, and T is the vector
with the cell transmit powers Tx. The DCH and HSDPA
transmit powers are then calculated with Eq. (7) and Eq.
(1).

Admission control for DCHs is performed under the con-
dition that the HSDPA power is switched on in every cell,
since an idealistic admission control should accept a new
user whenever the total DCH transmit powers including the
new user and with active HSDPA in every cell stay below
the admission control threshold. Thus, even in case that the
HSDPA power is switched off, above equations with δx,h = 1
for all cells x are used for determining the DCH power rele-
vant for DCH admission control, but the equations are used

with the actual value of δx,h for computing the actual cell
transmit powers.

5. HSDPA BANDWIDTH MODEL
In the following we describe a model for the calculation

of the mean bandwidth or throughput of an HSDPA user
depending on the other-to-own-cell interference ratio, the
HS-DSCH transmit power, the number of available codes
and the scheduling discipline.

We assume idealized CQI reporting, i.e. perfect estima-
tion of the channel, no feedback delay, and constant channel
quality during a single TTI. These assumptions are realistic
for slowly moving users with relatively slow channel varia-
tions. In [3], the following relation between SIR and CQI
has been found, which will be used later for the TBS distri-
bution:

CQI = max �0,min �30, �SIR[dB]
1.02

+ 16.62	
 
. (11)

In the following we first explain our SIR model including
multi-path propagation, and afterwards we describe how to
determine the resulting CQI and TBS. A validation of the
model can be found in [19]. Then we describe how to con-
sider different scheduling mechanisms to obtain the mean
bandwidth over a certain time span.

5.1 CQI and TBS Distribution
The propagation channel from NodeB x to mobile k con-

sists of a set Px,k of paths p with associated average relative
received power mβp and delay τp, as e.g. defined by the
3GPP [2] for evaluating the HSDPA performance. The av-
erage relative received powers are normalized, i.e. their sum
equals one. Furthermore, let dx,k be the average propaga-
tion gain from NodeB x to mobile k. Then, the power Sx,k,p

mobile k receives on path p is

Sx,k,p = Tx · dx,k · βp (12)

where βp is a random variable for the instantaneous relative
propagation loss of multi-path component p. If every multi-
path component experiences independent Rayleigh fading,
βp is exponentially distributed with mean mβp . Assuming
that the RAKE receiver has a finger on every multipath
component and uses perfect Maximal Ratio Combining, the
receiver achieves a SIR of

γk =
Tx,h

Tx
·
�

f∈Px,k

βf�� y∈L\x

Ty·dy,k

Tx·dx,k
·By,k
 +Bx,k,f

(13)

with By,k =
�

p∈Py,k

βp and Bx,k,f =
�

p∈Px,k\f

βp.

In Eq. (13) every finger experiences the same other-cell in-
terference as we assume slowly varying channel conditions.
Thermal noise is neglected since in well-designed networks,
it is by magnitudes less than the multiple access interference.

Let us introduce the variable ∆x = Tx,h/Tx for the ratio
of HSDPA power to total cell power, and the variable γk for
the SIR achieved due to the total cell power, i.e.

γk,h = ∆x · γk. (14)

For the rest of this paper, we refer to the variable γk as
the normalized SIR (nSIR), and to the variable ∆x as the
HSDPA power ratio (PR) .
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The distribution function of the CQI follows from the dis-
tribution function of γ since the PR ∆ means only an offset
in the decibel scale. A direct calculation of the distribution
function of γ, or even of its mean is numerically intractable.
Accordingly, our approach is to estimate the type of distri-
bution and approximate the mean and standard deviation.
Therefore, we assume that mean and variance of γ are func-
tions of the ratio Σ of average other-cell received power to
average own-cell received power:

Σk =
�

y∈L\x
σk,y with σk,y = (Ty · dy,k)/(Tx · dx,k) (15)

This is of course an approximation, since γ depends not
only on Σk but on the received power ratio σk,y of every
non-serving NodeB.

In [19] it is shown that both the mean and the standard
deviation of the normalized SIR are well approximated by a
four-parametric Weibull-function as a function of Σ:

fa,b,c,d(Σ) = a− b · e−c·Σd

, (16)

such that E[γ] = fE(Σ) and STD [γ] = fSTD(Σ). The pa-
rameters of the Weibull-function depend on the used prop-
agation profile. The mean and the standard deviation are
then used to fit the nSIR with an appropriate distribution.
In [19], the normal, the inverse Gaussian and the lognormal
distribution lead to good results, again depending on the
propagation profile.

Discretizing the nSIR-distribution according to Eq. (11)
results in the CQI distribution pCQI,k(q), which now de-
pends on the other-to-own interference ratio Σ and the HS-
DPA power ratio ∆. While Σ determines the shape of the
CQI distribution, the HSDPA power ratio ∆ determines
the location of the distribution on the range of possible
CQIs. Finally, the TBS distribution results from mapping
TBS values that are unfeasible due to a lack of codes or
restrictions by the UE class to the maximal feasible TBS.
We define the set of allowed TBS Vk = {v|C(v) ≤ Cx,h ∧
v supported by class of k} and denote the highest allowed
TBS with v∗. Then, the TBS distribution follows as

pTBS,k(v) = �pCQI,k(q(v)), if v < v∗� 30
q=q(v∗) pCQI,k(q), else

(17)

where q(v) is the CQI value corresponding to v. We de-
note the CDF as PTBS(v) = � v′≤v pTBS(v′). The relation
between CQI and TBS and CQI and codes is clarified by
Figures 4 and 5 for different UE classes1 .

1Here, “class” refers to the corresponding table in [1]. Class
1 comprises UE categories 1 to 6, class 2 categories 7 and 8,
class 3 category 9, class 4 category 10 and class 5 categories
11 and 12.

5.2 Scheduling
The scheduler in the NodeB has a large influence on the

user-level and system-level performance of the HSDPA. Sev-
eral proposals exist for HSDPA scheduling, from which we
implemented the three most common ones into the frame-
work. The Round-Robin-scheduler, although not channel-
aware, is easy to implement and time-fair, which is often
sufficient to prevent starvation of users on the cell edge. The
MaxTBS-scheduler chooses always the user with the cur-
rently best possible TBS, including restrictions due to code
resources. This may lead to starvation of users with bad
channel conditions but also leads to an optimal cell through-
put. Finally, the Proportional-Fair scheduler selects the user
which has the proportionally best TBS in relation to its past
throughput.

For the calculation of the mean throughput we need the
conditional probability ps,k(v) that a user k is scheduled
with TBS v. This probability depends on the scheduling
discipline. For all three disciplines, the expected transmitted
data volume per TTI is given by

E[Vk] =
1

1 + perr

·
�

v∈Vk

v · pTBS,k(v) · ps,k(v), (18)

where perr is the probability for an erroneous first transmis-
sion within the Hybrid Automatic Repeat Request (HARQ)
process. Further retransmissions have a negligible impact
on the bandwidth approximation.

5.2.1 Round-Robin Scheduling
The Round-Robin scheduler selects the users consecutively

for transmission. The probability that a user is selected is
approximately

ps,k =
1

|M|
(19)

for a sufficiently long time interval. This means that the user
throughput in this case depends on the number of users, but
not on the location or the radio conditions of the other users.
Therefore, the mean transmitted data volume in a random
TTI is

E[Vk] =
E[vk]

|M| · (1 + perr)
, (20)

where E[vk] = � v∈Vk
v · pTBS,k(v) is the mean possible

TBS of user k. This enables speeding up the computation
times by storing the possible mean TBS for all values of Σ,
∆, and Cx,h in a database.

5.2.2 MaxTBS Scheduling
With MaxTBS scheduling, the user with the currently

best TBS is scheduled. If two or more users have the highest
TBS, a random user out of this set is chosen. In contrast to
Round-Robin scheduling, the throughput of a user depends
not only on its own location, but also on the location of the
other users. In [11], this scheduling discipline is modeled
as a priority queue, where locations closer to the NodeB
have higher priority than locations farther away. However,
it is also possible to calculate the mean throughputs directly
from the TBS-distributions of the users. For this reason, let
us first define the Bernoulli random variable ξk(v) as

ξk(v) = �1 if Vk = v under condition Vk ≤ v,

0 else.
(21)



The probability P (ξk(v) = X) is then given by

P (ξk(v) = X) = �1 − pT BS(v)
PT BS(v)

if X = 0,
pT BS(v)
PT BS(v)

else.
(22)

This enables us to calculate the probability that n users have
the same TBS if user k has TBS v by defining the random
variable Nk,v = �m∈M\k ξm(v). The distribution of Nk,v is

the convolution of the distributions of ξk(v) and is defined
as

pNk,v
(n) = �

m∈M\k

P (ξm(v) = n), (23)

where � denotes the discrete convolution operator. pNk,v
(n)

denotes the probability that n of the users except k have a
TBS of v under the condition that none of these users has
a higher TBS. This means that if user k also has TBS k,
1/(n + 1) is the probability that k is actually scheduled.
Expressed in a formula, the probability that k is scheduled
under the condition that her TBS is v is given by

ps,k(v) = �� 

m∈M\k

PTBS,m(v)�� · ��|M|−1�
n=0

pNk,v
(n)

n+1
�� . (24)

The first factor corresponds to the probability the a user
with TBS v is scheduled and the second factor corresponds
to the probability that this user is user k.

The drawback of this scheduling discipline in terms of
computation time is that in contrast to the Round-Robin
scheduler it is not possible to store the mean throughput val-
ues for all situations in a large database, since the scheduling
probability depends not only on the own TBS distribution,
but also on the other users involved. A simple implemen-
tation requires therefore the calculation of the TBS distrib-
ution on each event, which leads to significant higher com-
putation requirements mainly due to the convolution in Eq.
(23). A more sophisticated implementation could therefore
estimate the impact of certain users on the TBS distribution
and neglect users which have a very low probability to get
scheduled. This can be achieved by sorting the users accord-
ing some metric, e.g. to Σk. So, the convolution starts with
the user with best average channel and the consequent users
have always worse average channel conditions. Before con-
volving the TBS distribution from the best n users with the
TBS distribution of the next best user, the chance of the user
to be scheduled decides whether the user is still considered
or whether this and all following users are ignored.

5.2.3 Proportional-fair Scheduling
Proportional-fair (PF) scheduling is a scheduling disci-

pline which has been developed for the 1xEv-DO-system in
the downlink, [9]. Its basic principle is to give each user the
bandwidth proportional to its link quality. This is achieved
by choosing the user which has the best instantaneous rel-
ative throughput over its past throughput, which is nor-
mally calculated with help of a sliding window. However,
different versions of PF scheduling exist. The most fun-
damental difference is the way how the past throughput is
calculated. One has the option to update the past through-
put every scheduling period regardless whether the user has
been scheduled or not, or the past throughput is updated
only if the users is indeed chosen for transmission. The dif-
ference between both version is that in the first case the

mean throughput of a user is proportional to its channel
quality only, while in the second case it is also related to
the generated traffic. In this work, we consider the first case
only since the second case is very difficult to handle analyt-
ically. However, we will show the difference between both
PF variants in our simulation studies.

Let us introduce the random variable θk(vk) = vk/v̄k as
the proportional-fair scheduling index for the k-th user. We
assume an infinite history for the mean TBS v̄k, which means
that it can be calculated directly from the TBS distribution
as v̄k = E[vk]. The CDF of θk is then

PPF,k(θ) = PTBS,k(θ · E[vk]). (25)

Neglecting the very small probability that two users have
the same PF-index, the probability to be scheduled when
having TBS v is given by

ps,k(v) = 

m∈M\k

PPF,m(θm(v)). (26)

In fact, the only way for two users having the same PF-index
is due to discretization errors in the scheduler implementa-
tion. Thus, the proportional-fair scheduler is computation-
ally less demanding than the MaxTBS scheduler, since no
convolution has to be performed. However, the computation
still depends on the TBS distributions of all users and is
therefore more time-consuming than Round-Robin schedul-
ing.

6. SIMULATION STUDIES
The following simulation study has the major goal to in-

spect in how far the proposed simulation model matches
with a detailed simulation. The two main uncertainties
in the simulation model are the derivation of the average
throughput in a short-term static situation and whether the
approximation of the transmitted data volume by the av-
erage throughput is justified, i.e. whether the transmitted
data volume exhibits a small level of randomness. In order
to investigate these two questions we conduct two simulation
studies: First, we investigate the transient behavior of the
HSDPA bandwidth. In particular we are interested how the
coefficient of variation (cv) of the transmitted volume devel-
ops with time depending on scheduling scheme and channel
profile. Second, we evaluate the accuracy of the proposed
model for approximating the long-term HSDPA bandwidth
in a static situation again with different scheduling schemes
and channel profiles.

6.1 Simulation design
Producing results with a validity as general as possible is

quite a challenge for the design of simulation experiments.
The possible parameter space includes the network layouts,
the NodeB transmit power, the HSDPA powers, the avail-
able codes, the number of HSDPA users and their location
within a cell, the UE class, the speed of the users, the chan-
nel profile, and many more. We focus on a two tier hexag-
onal network layout and consider L=20 possible user loca-
tions randomly located within the center cell. All NodeBs
transmit with equal power, all power and code resources are
available to the HSDPA, and the mobiles are also capable
of using them, i.e. we have class 4 UEs. We consider three
multi-path profiles, ITU Pedestrian A (Ped.A), ITU Pedes-
trian B (Ped.B), and ITU Vehicular A (Veh.A), and assume
that the users move with a velocity of 1 m/s.



For every path p ∈ Py,` between any NodeB y and any
location ` we generate independent fading traces according
to the three chosen channel profiles which yield the instanta-
neous relative propagation losses. We repeat this simulation
I = 50 times and obtain the propagation losses βp,Ch(i, t),
where t denotes the TTI, i the instance of the fading trace,
and Ch the channel profile. The propagation losses are cor-
related in time domain and otherwise independent. Accord-
ing to formulas Eq. (13) and Eq. (11) we obtain I CQI traces
for every location where CQI`,Ch(i, t) is the CQI of replica-
tion i for location ` in TTI t with multi-path profile Ch.

For actually applying scheduling mechanisms to the CQI
traces, we focus on K = 5 simultaneously active users. We
refer to a set of K users as a configuration and generate
C = 20 different configurations in which the users are ran-
domly placed on different locations. A configuration c then
corresponds to K CQI traces.

According to the number of codes and UE class we trans-
late the CQI traces to TBS traces and are then able to deter-
mine the scheduled user and the transmitted data volume
for every TTI according to the scheduling schemes Sch ∈
{Round-Robin,MaxTBS, Prop.-fair (ideal, possible), Prop.-fair(ideal, actual)}.
Round-Robin schedules the user in arbitrary order oblivious
of the CQI. MaxTBS always schedules the user with largest
TBS and breaks ties randomly. Prop.-fair schedules the user
k with highest ratio of actual TBS v(k, t) to average TBS
v̄(k, t) in the past. The average past TBS is determined by
averaging over all past TTIs, i.e.

v̄(k, t) = � 1
t−1 � t−1

i=1 δ(k, i) · v(k, i) “actual′′

1
t−1

� t−1
i=1 v(k, i) “possible′′

. (27)

We refer to this scheduler as ideal since we do not use an
exponentially weighted moving average for calculating the
average as would be done in practice. The reason for using
this idealized scheduler is simply not to introduce another
parameter. The variable δ(k, i) indicates whether user k is
scheduled in TTI i or not. The notations actual and pos-
sible are introduced in order to distinguish the scheduler
computing the average bandwidth from the actually trans-
mitted data volume and the scheduler computing the aver-
age bandwidth by the possible data volume, i.e. the data
volume allowed for by the channel oblivious of the schedul-
ing decision. Note that both implementations for Prop.-fair
schedulers are found in the literature. The model for the
proportional bandwidth in Section 5.2.3 relates to the pos-
sible scheduler.

Applying a certain scheduler to the K CQI/TBS traces
of a configuration c yields a set of transmitted data volume
traces with vi,Ch,Sch(c, k, t) being the data volume transmit-
ted in TTI i to user k ∈ {1, . . . ,K} of configuration c taking
the ith replication of the fading traces. Now, vi,Ch,Sch(c, k, t)
is zero if user k is not scheduled in TTI t. The throughput
for user k until TTI t is defined by

Ri,Ch,Sch(c, k, t) = 1
t

t�
s=1

vi,Ch,Sch(c, k, s). (28)

6.2 Transient behavior of HSDPA bandwidth
We are now interested in the transient behavior of the HS-

DPA bandwidth, which means our simulator enters a certain
static simulation scenario, namely a configuration, and we
are interested in the impact that different fading traces have
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Figure 6: Confidence intervals of the mean through-
put decrease with the length t of the considered pe-
riod of time

on the transmitted data volume and the HSDPA bandwidth
of the single users. Therefore, we consider the coefficient of
variation of the user throughput after t TTIs with respect
to the different replications of the fading traces

cv [BCh,Sch(c, k, t)] = �VAR [BCh,Sch(c, k, t)]

E [BCh,Sch(c, k, t)]
(29)

Note that BCh,Sch(c, k, t) is now a random variable for the
throughput and Bi,Ch,Sch(c, k, t) is the instance of this ran-
dom variable according to trace i.

Let us first consider a single user with Σ = 0.72, i.e. the
ratio of average other-cell interference and average own-cell
interference is 0.72. The other four users have Σ values of
0.01, 1.53, 1.39, and 1.18. We do not show results for the
other users, but their Σ-values help us to understand the
results for the different scheduling disciplines. The multi-
path channel profile is PedA.

Fig. 6 shows how the mean throughput E [BCh,Sch(c, k, t)]
develops with the time t, here given in seconds instead of
TTIs. The mean throughputs are marked with 95% con-
fidence intervals that are derived over the different fading
traces. We can see that the throughput is lowest for MaxTBS
and highest for the two porportional fair variants with ac-
tual exceeding possible. MaxTBS is of course the worst since
the user with Σ = 0.01 experiences by far less other-cell in-
terference and accordingly has much larger TBSs. Round-
Robin is worse than Prop.-fair since it is oblivious of the
channel. These results are not surprising and already often
mentioned. What is more important for us is that the confi-
dence intervals for the mean throughput descrease with the
time. We can interpret the confidence intervals as the region
the throughputs of 95% of the fading traces fall inside.

Let us also consider the cv of the throughput. A low cv
close to zero means that the throughput is rather determin-
istic and an approximation of the transmitted data volume
by its mean bandwidth works well. A high coefficient of
variation means that the data volume transmitted within
the considered period of time is actually stochastic and ap-
proximating it by the mean throughput may lead to a sig-
nificant error. Fig. 7 shows the cv of the mean throughput.
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Figure 7: Coefficient of variation decreases with the
length t of the considered period of time

As expected the cv decreases with t. Assuming uncorrelated
transmitted data volumes per TTI, the cv of the throughput
after n TTIs will be �1/n of the cv for a single TTI. This
explains why the cv falls of strongly for the first TTIs and
then converges to a certain level. The cv with MaxTBS is
larger since here we observe a larger autocorrelation for the
TTIs.

Let us now move from the arbitrarily selected special case
to some more general results. We consider the cv of the
throughputs from the five users of all 20 configurations to-
gether, i.e. we have 100 instances of the cv for every schedul-
ing discipline Sch and every multi-path channel profile Ch.
Please note that we used the same user configurations for all
fading traces and scheduling disciplines. Fig. 8 summarizes
all these results in a single scatter plot. The figure shows
24 columns of 100 symbols reflecting the cv of the through-
put on the y-axis. The 24 columns are first separated into
groups of six according to the four scheduling disciplines.
Then each of the groups of six columns is separated into
two parts, the left one representing the cv of the throughput
after 500 TTIs or 1 s, and the right one after 10000 TTIs
or 20 s. The remaining groups of three columns consist of
the results for Veh.A to the left, Ped.A in the middle, and
Ped.B to the right.

From the figure, we can first learn that the cv is quite
situation dependent. For MaxTBS the cv covers a range
of nearly two magnitudes independent of the time or the
scheduling scheme. Furthermore, MaxTBS produces the
largest cv and is consequently the most difficult to approxi-
mate by the mean bandwidth since it is most subject to the
randomness of the fading. Both variants of proportional fair
scheduling lead to a cv below 0.5 after 1 s and below 0.12 af-
ter 20 s. Actual achieves a smaller cv than possible. The cv
is rather independent of the multi-path channel profile. The
cv for Round-Robin is the smallest one with values below
0.2. Ped.A with a single strong multi-path component pro-
duces a higher cv than Veh.A or Ped.B with a second strong
multi-path component. Interestingly, this effect mainly oc-
curs for Round-Robin, the other channel-aware schedulers
seem to be able to counter the randomness of the single
strong multi-path component.
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Figure 8: Coefficient of variation decreases with the
duration t of the considered period of time

We conclude that with Round-Robin or Proportional-Fair
scheduling static time periods of 1 s are sufficient to approx-
imate the transmitted data volume. MaxTBS scheduling
is very subject to the randomness of the channel and may
have large variations even after longer periods of time though
these mainly correspond to users with small data volumes.
However, we have to keep in mind that approximating the
data volume transmitted in a certain period of time means
that the static system states in sequential periods of time
differ only little since such a change is caused e.g. through
a small movement of a user which leads to a change in the
shadow fading or a different path loss.

6.3 Accuracy of the throughput
approximation

Let us now investigate the accuracy of the throughput
model proposed in Section 5.2. The CQI distributions re-
quired for the throughput model are derived according to
the model introduced in [19]. This means that the approxi-
mation model is able to derive the mean throughput for the
different users only based on their Σ-values which are easily
derived from NodeB transmit powers and average propaga-
tion losses.

As in the previous section we arbitrarily choose a single
scenario with Ped.A multi-path channel that we investigate
in detail before we come to more general results. Fig. 9
is constructed similar to Fig. 7 but is different to read.
There are now four groups of five columns of symbols each.
The groups correspond to the scheduling discipline and the
columns represent the five different users that are ordered
with an increasing Σ-value from left to right. The users
have Σ-values of 0.001, 0.037, 0.217, 0.251, 1.073. A symbol
now corresponds to the throughput of a single replication,
i.e. each symbol shows the value of Bi,Ped. A,Sch(c, k, 1e4) for
one replication i. The bars crossing the columns indicate the
throughput obtained from the approximation model. We
can see that the model matches the middle of the differ-
ent traces quite well except for Prop.-fair (ideal, actual).
However, this is not surprising since we depicted the results
obtained for the possible algorithm as a very rough approx-
imation for the simple reason that no better approximation
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Figure 9: Spreading of the simulated throughputs
around the approximated throughput

is available. Furthermore, we have to mention that the ar-
bitrarily selected configuration is not entirely arbitrary but
shows a situation with two users having rather low Σ-values
that leads to rather good results of our model.

So, let us next study what happens if we consider the
performance in an arbitrary situation, i.e. if we again mix
up all users and all configurations. We define the relative
error of the mean throughput for user k in configuration c
as

ψCh,Sch(c, k) =
E[BCh,Sch(c,k,1e4)]−B̃Ch,Sch(c,k)

E[BCh,Sch(c,k,1e4)]
, (30)

where B̃Ch,Sch(c, k) is the approximated throughput. Fig. 10
shows the relative error for the three multi-path channel pro-
files and the four scheduling disciplines. The plot is again
grouped in columns of symbols, and a single column cor-
responds to a multi-path channel profile. A single symbol
represents the relative error for a single user in a single con-
figuration. At first glance, we see that Round-Robin leads to

very small errors and both MaxTBS and Prop.-fair (ideal,
actual) to rather large errors. Note that for MaxTBS very
large relative errors up to −2 can occur for users that are
very rarely scheduled. However, their bandwidth is in the
order of 10 kbps and less. For Prop.-fair (ideal, actual) the
large errors are not surprising since, as already mentioned,
we only have no real solution but only a very rough approx-
imation. In contrast, it is rather astonishing that for Ped.A
our rough approximation works quite well and leads to posi-
tive and negative relative errors below 10%. Also for Prop.-
fair (ideal, possible) we obtain a quite good accuracy with
most errors below 10%. Again, the model works best for
Ped. A. Remarkable is also that the model quite symmetri-
cally under- and overestimates the actual mean bandwidth.

7. CONCLUSION
In this work, we proposed a novel simulation framework

for UMTS systems with coexisting HSDPA and DCH users.
The framework implements a discrete-event time-dynamic
simulation on flow level. The framework uses a statistical
model for the HSDPA bandwidth which considers several
scheduling disciplines and takes the multi-path propagation
profile, the available code resources, the UE category and the
location-dependent other-cell interference into account. Fur-
thermore, an analytical model for the DCH transmit powers
is used. The abstraction of these small time-scale effects al-
lows for time-efficient simulations of large-scale network sce-
narios and furthermore enables it to investigate the impact
of traffic dynamics on flow-level in a statistically significant
way.

A special focus was the modeling of the scheduling. Ana-
lytical models for Round-Robin scheduling, MaxTBS schedul-
ing and Proportional-fair scheduling have been developed.
We showed that the analytical approximation of the mean
user bandwidth is in most cases of sufficient accuracy, given
that the time between two events is long enough. However,
the results depend on the scheduling discipline: the results
for MaxTBS are generally more variant than for Round-
Robin and Proportional-fair scheduling.

Finally we want to point out that the underlying prin-
ciple is not restricted on HSDPA, but can be formulated
more generally: in large networks the investigation of traffic
dynamics on flow level requires simulations which combine
technical accuracy with efficient simulation techniques. This
also applies to future mobile networks like UMTS Long Term
Evolution, WiMAX, or Mesh networks.
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[4] H. Buddendick, G. Wölfle, S. Burger, and P. Wertz.
Simulator for Performance Analysis in UMTS FDD
Networks with HSDPA. In Proc. of 15th IEEE
PIMRC, Barcelona, Spain, Sep 2004.



[5] EURANE. Eurane website.
http://www.ti-wmc.nl/eurane/.

[6] A. Furuskär, S. Parkvall, M. Persson, and
M. Samuelsson. Performance of WCDMA high speed
packet data. In Proc of IEEE VTC Spring ’02, pages
1116–1120, Birmingham, UK, May 2002.

[7] H. Holma and A. T. (Eds.). WCDMA for UMTS.
John Wiley & Sons, Ltd., Feb 2001.

[8] H. Holma and A. Toskala, editors. HSDPA/HSUPA
for UMTS. High Speed Radio Access for Mobile
Communications. Wiley & Sons, Jun 2006.

[9] A. Jalali, R. Padovani, and R. Pankaj. Data
throughput of CDMA-HDR: a high efficiency-high
data rate personal communication wireless system. In
Proc. of IEEE VTC Spring ’00, pages 1854–1858,
Tokyo, May 2000.

[10] T. E. Kolding, F. Frederiksen, and P. E. Mogensen.
Performance Aspects of WCDMA Systems with High
Speed Downlink Packet Access (HSDPA). In Proc. of
IEEE VTC Fall 02, volume 1, pages 477–481,
Vancouver, Canada, Sep 2002.

[11] R. Litjens, J. van den Berg, and M. Fleuren. Spatial
Traffic Heterogeneity in HSDPA Networks and its
Impact on Network Planning. In Proc. of 19th ITC,
pages 653–666, Bejing, China, Aug 2005.
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