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Abstract— Pre-congestion notification (PCN) marks packets behavior of users and services sketched above leads to an
when the PCN traffic rate exceeds an admissible link rate and ynpredictability of future demands such that QoS provisign
this marking information is used as feedback from the network o maing gifficult. Therefore, ISPs see the need for AC toroffe

to take admission decisions for new flows. This idea is currently . . int ted IP networks in the fut
under standardization in the IETF. Different marking algorithms premium services over integrate networks In the future.

are discussed and various admission control algorithms are As a consequence, the “Congestion and Pre-Congestion
proposed that decide based on the packet markings whether Notification” (PCN) working group [7] of the Internet Engi-
further flows should be accepted or blocked. In this paper, we neering Task Force (IETF) is about to standardize a new-light

propose a two-layer architecture that makes the coexistence of .
various algorithms explicit. We propose novel control algorithms, weight AC for the Internet based on feedback from the network

investigate their behavior under various conditions, and compare Which is called pre-congestion notification (PCN). Eacfklin
them with existing approaches. | of a PCN domain is associated with an admissible rate

AR(l) and if the traffic on a link exceeds the corresponding
rate thresholdAR(l), its traffic is marked. The egress nodes
evaluate the markings of the packets. A new flow is rejected
if packets on its prospective path are marked; otherwise, it
Internet service providers (ISPs) recently offer increiasgs accepted. Currently, two different marking algorithns a
access speeds, e.g., by digital subscriber lines (DSL}edab discussed: exhaustive marking (aka threshold marking [8])
(CATV), and fiber to the home (FTTH). These technologiegnd excess marking. Various AC algorithms are proposed that
significantly increased the traffic volume in carrier nethr gecide whether further requests should be admitted or bthck
and in 2005, the major traffic in Japan was already producgfe is based on congestion level estimates (CLE-based AC,
by residential users [1]. Popular video services like YAudU c| EBAC) and the other is triggered by the observation of
produce large traffic volumes, but are only weak precursdigarked packets (observation-based AC, OBAC). As an alter-
of high-quality IP-TV services. They present a challenge f@ative, probing may be used for AC purposes.
ISPs which need to offer triple play, i.e. the integration of The contribution of this paper is manyfold. We formulate
the transport of data, voice, and video. However, the r€ufe cyrrent concept for PCN-based AC and flow termination
management for triple play becomes more and more difficyitT) a5 a two-layer architecture making its modularity more
due to the emerging interactive Web2.0 since resident@isus gy plicit. We present observation-based AC as a new control
also become content providers. In particular, [2] has showfyorithm for AC. And we investigate the behavior of diffete
that normal users get accustomed with new services, change aigorithms in combination with different packet marking
access technologies, and become “heavy hitters” suchttBat fyechanisms under various conditions. The results provide
majority of the overall traffic is produced by a minority ofy51yaple input for the standardization of PCN-based AC.
residential users. ) L The paper is structured as follows. Section Il reviews eglat
Today, IS'.DS rely on capacity overprovisioning (CO) Qork showing the historic roots of PCN. Section Il introgisc
enforce quality of service (Qos) n terms of packet loss ariingN using a new two-layer architecture to separate between
delay. However, triple play requires .guarantees that C""‘nrhqarking and AC algorithms. This simplifies the adaptation of
be given by CO [3]. In [4] admission contro! (AC) WaSpcN-based AC to various application layers. Furthermoee, w
prop.osed for IP networks, but SO far such techniques are OEl%sent different options to instantiate these layersti@etV
applied locally, they are rarely in use, and not deployed [} ioc the behavior of various AC methods based on differen

core networks. If_congestmn oceurs in core networks, s llnarking mechanisms. Finally, Section V summarizes thiskwor
mainly due to failures and redirected traffic, and only to 8nd draws conclusions

minor degree due to increased user activity [5]. Thus, bath A

and CO require backup capacity that can be used under failure

frge gondltlons to improve the trans.mlssmn quall'gy [6]kiTay . Il. RELATED WORK

this into account, CO seems a viable alternative to AC in

practice for networks with static traffic. However, the dgma.  We review related work regarding random early detection
This work was funded by Nortel Networks, Ottawa, and Delﬂsch(RED)’ eXp“CItfcog%suonh not|f|catt|)on .(ECI\(;)' aILd stqﬁsle

Forschungsgemeinschaft (DFG) under grant TR257/18-2. Thi®oes alone core concepts for as they can be viewed as historic roots

are responsible for the content of the paper. of PCN.

. INTRODUCTION
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A. Random Early Detection (RED) This core idea is adopted by PCN. Marking based on a virtual

RED was originally presented in [9], and in [10] it wadnstead of a physical queue also allows to limit the utilizat
recommended for deployment in the Internet. It was design@fithe link bandwidth by premium traffic to arbitrary values
to detect incipient congestion by measuring a time-depend@etween 0 and 100%. Karsten and Schmitt [20], [21] integrate
average buffer occupatioavg in routers and to take ap-these ideas into the IntServ framework and implemented a
propriate countermeasures. That means, packets are drog@totype. They point out that the marking can also be based
or marked to indicate congestion to TCP senders and th@the CPU usage of the routers instead of the link utilizeifio
probability for that action increases linearly with the eage thiS turns out to be the limiting resource for packet forviagd
queue lengthavg The value ofavg relates to the physical 3) Resilient Admission ControResilient admission control
queue size which is unlike PCN metering that relates to tR€Mmits only so much traffic that it still can be carried after

configured admissible or supportable rate. rerouting in a protected failure scenario [6]. It is necegsa
since overload in wide area networks mostly occurs due to

link failures and not due to increased user activity [5]. It
. ) L ) i ) can be implemented with PCN by setting the admissible rate
Explicit congestion notification (ECN) is built on the idef OthresholdsAR(I) low enough such that the PCN raté) on a

RED to signal incipient congestion to TCP senders in ordgg, | is jower than the supportable rate threshSK(1) after
to reduce their sending window [11]. Packets of non'ECNérouting.

capable flows can be differentiated by a “not-ECN-capable
transport” (not-ECT, ‘00’) codepoint from packets of a ECN-
capable flow which have an “ECN-capable transport” (EC il
codepoint. In case of incipient congestion, RED gateways
possibly drop not-ECT packets while they just switch the We explain the general idea of PCN using the nomenclature
codepoint of ECT packets to “congestion experienced” (CEf [22] and propose a new two-layer architecture for PCN-
‘11') instead of discarding them. This improves the TCipased admission control (AC) and flow termination (FT). We
throughput since packet retransmission is no longer needBtesent currently discussed mechanisms for the packet-mark
Both the ECN encoding in the packet header and the behaviie@ layer, and review existing and suggest new mechanisms
of ECN-capable senders and receivers after the receptian dpr the AC layers.

marked packet is defined in [11]. ECN comes with two dif-

fek:ent codepoints for ECE ECT(%) (10’) and EiT(l) (‘01).A. Pre-Congestion Notification (PCN)

They serve as nonces to detect cheating network equipment ) : .
receivers [12] that do not conform to the ECN semantics. Th:IBCN defines a new PCN traffic class that receives preferred

four codepoints are encoded in the (currently unused) Ibits t(r)eatment by PCN nodes. It provides information to support

the differentiated services codepoint (DSCP) in the IP beaqadmssmn control (AC) and flow termination (FT) for this

which is a redefinition of the type of service octet [13]. Theramc type. FT IS a new control f.u nct_|on that tears dOV.V”
already admitted traffic in case of imminent overload which

ECN bits can be redefined by other protocols and [14] gives . . C
guidelines for that. This may be useful for the encoding cha\n occur in spite of AC due to rerouted traffic in failure case

. ) . . or other unexpected events.
PCN codepoints, but this aspect is not the focus of this papéer P

B. Explicit Congestion Notification

. ADMISSION CONTROL (AC) AND FLOW TERMINATION
(FT) BASED ON PRE-CONGESTIONNOTIFICATION

pre-congestion AC and FT
C. Admission Control " state = behavior
We briefly review some specific AC methods that can be 1 block new flows
seen as forerunners of the PCN principle. SR-pre-congestion [ terminate some
1) Admission Control Based on Reservation TickeTs: SRU)  admitedfows
keep a reservation for a flow across a network alive, ingress
routers send reservation tickets in regular intervals te th AR-pre-congestion (=)  block new flows
egress routers. Intermediate routers estimate the ratbeof t AR b o e e e e

tickets and can thereby estimate the expected load. If a new
reservation sends probe tickets, intermediate routersafal
them to the egress router if they have still enough capacity 0
to support the new flow and the egress router bounces them
back to the ingress router indicating a successful reseryat Fig- 1. The admissible and the supportable r#g((), SRI)) define three
otherwise, the intermediate routers discard the probet&ckpre-congestlon states concerning the PCN traffic réteon a link.
and the reservation request is denied. The tickets can also b
marked by a packet state. Several stateless core mechanisnf¥CN introduces an admissible and a supportable rate thresh-
work according to this idea [15]-[17]. old (AR(l), SR]1)) for each linkl of the network which imply

2) Admission Control Based on Packet MarkinGibbens three different link states as illustrated in Figure 1. & fdACN
and Kelly [18], [19] theoretically investigated AC basedtbe traffic rater(l) is below AR(l), there is no pre-congestion
feedback of marked packets whereby packets are markedamyg further flows may be admitted. If the PCN traffic rate
routers based on a virtual queue with configurable bandwidttil) is aboveAR(l), the link is ARpre-congested and the rate

No pre-congestion :) admit new flows
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above AR(l) is AR-overload. In this state, no further flowssignaling architectures with which it needs to interoperdo
should be admitted. If the PCN traffic ratd) is aboveSR|1), support different signaling architectures in a single roekw

the link is SRpre-congested and the rate ab&®®]l) is SR it makes sense to deploy different instances of the ACFTL as
overload. In this state, some already admitted flows shoeld long as they respect the semantics of the packet markings and
terminated. PCN nodes monitor the PCN rate on their link®exist in a fair way. This is depicted in Figure 3. In conttas

and they remark packets depending on their pre-congestibie ACFTL, the PML can have only a single implementation
states. The PCN egress nodes evaluate the packet markings PCN domain.

and their essence is reported to the AC and FT entities of the ____________

network such that they can take appropriate actions. Toesef Adf"’ssi";g‘i'}”"’ layer Flow 'e”(”F"'}ij""” fayer
this concept is called pre-congestion notification. i i ;

o HIEEE E |
B. Applicability of PCN-Based AC and FT HE|E AHEIE E |

PCN Implements AC and FT for a network Wlth PCN_ :________________-__________________________________________-__'_______________-________________________________________.;
enabled nodes, i.e. for a so-called PCN domain. It is simple!|  impementation 1 P"’Cket'ﬁ,’,’f)”g B | mplemenstonk | |

as classical link-by-link reservation protocols do (e. W o

[23])_ Therefore, it is an attractive means to perform reseu Fig. 3. Within asmgle network, only one PML must be deployaat, several
L L . CFTLs may coexist.

admission control for individual PCN domains on behalf 0?

higher layer end-to-end resource or application signglfiro-

tocols or frameworks such as RSVP, SIP, or the IP MultimediaIn the following, we present two different implementations

Subsystem (IMS) (cf. Figure 2). for the packet marking layer (PML) and several algorithns fo
the AC and FT layer (ACFTL). We consider only the AC part
PCN domain of the ACFTLs in this paper and call it the AC layer (ACL).
% ) Boundary
‘ End-to-end QoS or node D. Methods for the Packet Marking Layer
’f%* “application signalling ’i}%x Packets are marked with a “no-pre-congestion” (NP) code-
» 5 ) 5 | \‘f"a point when entering the PCN domain. PCN nodes remark
&S (%) s NP-marked packets to “admission-stop” (AS) in caseA&¥
& node pre-congestion and NP- or AS-marked packets to “excess-

traffic” (ET) in case of SRpre-congestion. Various marking

behaviors for both objectives exist that mark differentlgim
Fig. 2. PCN performs admission control (AC) and flow terminationa packets. _In the following we dISCUS§ t\,NO major options for
single PCN domain. Admission requests are triggered by higlyer resource AS-marking that are used by the majority of the current PCN
signaling protocols. proposals [22], [24], [25]: while excess marking marks only

those PCN packets that exceed the admissible A&¢) on

a link, exhaustive marking marks all packets in caseABf

) pre-congestion. We use the token bucket principle for their
C. A Two-Layer Architecture for PCN-Based AC and FT  rasentation, but there are equivalent virtual queue based
The PCN concept for AC and FT has been presented fwrmulations [22].

[8]. We describe it by a new two-layer approach to make the 1) Excess Marking:Excess marking uses a token bucket
modularity and decomposability of different network funas (TB) with a bucket sizeS and a rateR to control whether
more obvious. The concept can be subdivided into a packkeé PCN traffic rate exceeds the admissible raRl) on a
marking layer (PML) and an admission control and flowpecific linkl. Furthermore, it records the time when the TB
termination layer (ACFTL). The PML associates with eactvas last updated by the variable. The variableF tracks
link | of the PCN domain a\R and SRthreshold. Packets the fill state, i.e. the number of tokens in the bucket, and the
are marked when the PCN traffi¢t) on a link| exceeds the global variablenow indicates the current time. Algorithm 1 is
corresponding rate threshold. Within a single PCN domaiocalled for each packep. First, the fill stateF of the TB is
the same PML must be applied by the PCN nodes, i.e., ajpdated and so i#J. If F is smaller than the sizB of the
PCN nodes require the same marking behavior. However, thacketp, its markingM is set to AS. Otherwise, the number
parameters for the marking algorithms may be link specifiof tokens in the bucket is reduced by the packet &ze
in particular, every linkl can be configured with its own This type of marking behavior is used in the Single Marking
rate threshold®\R(l) andSR|1). The ACFTL is implemented (SM) proposal [25], [26] for AS-marking and has the great
in the PCN ingress and egress nodes: they monitor thdvantage that it is readily available in today’s routers.
markings and decide whether further flows can be accepte®) Exhaustive Marking:The basic operation of exhaustive
or whether already admitted flows need to be terminatemarking is similar to the one of excess marking. However,
The implementation of the ACFTL may take advantage qfackets are marked if the fill stake of the TB is lower than
specific transport architectures and may be tailored fdouar a configured threshold@ and tokens are always removed from
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Input:  token bucket paramete® R, IU, F, packet is clearly aboveAR(l). As a consequence, a single probe
size B and markingM, current timenow packet suffices for exhaustive marking to find out whether the

prospective path of a new flow iBR-pre-congested. If the

F =min(SF + (now—I1U)-R); probe packet is received by the egress node with AS mark,

IfU = now, h the new flow is blocked, otherwise it is accepted.

I E\'/I::< AB%'[ en b) PBAC with Excess MarkingExcess marking marks

else no packets with AS when the PCN traffic rate is clearly below
F_F_B AR(), bL_lt iF marks o_nly those packgts with .AS that exceed

end if ’ the admissible rate if the PCN traffic rate is clearly above

AR(l). Thus, only a small fraction of the packets is marked in

Algorithm 1: EXCESS MARKING: only those packets exceed-c4se of AR-pre-congestion. Therefore, several probe packets
ing the admissible rat&R(l) are marked. must be sent for a reliable test indicating whether the path
is AR-pre-congested. If the egress node detects one or more
marked probe packets, the new flow is rejected, otherwise it

the bucket if possible. Algorithm 2 explains the mechanism ig accepted.

detail. 2) Observation-Based Admission Control (OBAQG)ith
OBAC, the PCN egress node groups the flows under its control
Input:  token bucket paramete& R, IU, F, T, that share the same ingress and egress node into so-called
packet sizeB and markingM, current time ingress-egress aggregates (IEAs). Each IEA has a #tate
now which is either blocking iflock or admitting @dmif) new
F =min(SF + (now—IU)-R); flows. The stateK is controlled by the PCN egress node
U = now, and communicated to the AC entitiy of the network (e.g. the
if (F<T) then ingress node or a central node) using “admission-stop” and
M = AS “admission-continue” messages that are triggered based on
end if previous packet markings.
F = max0,F —B); OBAC keeps the stati for DI, time in theblock mode

whenever a marked packet is received for the corresponding
IEA. This behavior can be technically achieved using a IEA-
specific timerTJin,. Algorithm 3 needs to be called when a
packet arrives and Algorithm 4 when the timer expires. When
If the PCN rate exceeds the admissible rate, the tokegsnon-NP-marked packet is observed (AS- or ET-marked),
are faster consumed than'refilled and the fill state.of th@qgorithm 3 sets the variablBM to the current time to record
TB goes to zero and remains small. Therefore, the fill staige instant of the last marked packet. If the IEA statadsnit,
F stays below the marking threshold and all packets are j; js switched toblock an admission-stop message is sent to
marked. Exhaustive marking is applied for AS-marking by thge corresponding AC-entity, and the timer is set. Algorith
Controlled Load (CL) [24] and the Three State Marking (3smjjitches the IEA state back timitand sends an admission-

Algorithm 2: EXHAUSTIVE MARKING : all packets are marked
if the PCN rate exceeds the admissible ragl).

proposal [22]. continue messag®J", time after the last marked packet
was observed. OBAC is very simple. It has only the single
E. Methods for the Admission Control Layer configuration parametddiiT, which may be IEA-specific and

In the following we describe three fundamentally differ ngoes not require any form of measurement. It can be used in
€ toflowing we describe three Tundamentafly Gierent, ,,ination with excess and exhaustive marking.

AC algorithms that may be implemented in PCN edge nodes

of a PCN domain to take admission decisions for new flows

based on the received packet markings. Each of them may hgput:  packet markingV, time of last marked

applied in combination with excess and exhaustive marking i packetlM, IEA stateK, minimum block

the packet marking layer. time DI timer TN, | current timenow
1) Probe-Based Admission Control (PBAG)ith probing, if (M - NP) then

the PCN ingress node generates probe packets upon an ad-

=

mission request. They have the same IP header as future|data :Pﬂ(lziclwé\dmit) then
packets. This is necessary when multipath routing (e.g. BCM K :_t;ock

distributes traffic over several paths depending on a header
digest. The PCN egress node intercepts the packets to avoid
that they leak out of the PCN domain, evaluates their magking
and communicates the result to the admission control entity
This idea has been pursued in [22] and [27]. : i
a) PBAC with Exhaustive MarkingExhaustive marking Algorithm 3 OBSERVATION-BASED AC: routine called upon
marks no packets with AS when the PCN traffic rate is clearRcket arrival.
below AR(l), and it marks all packets if the PCN traffic rate

send admission-stop msg;
set (Tgfoae NOW-+ DI);
end if
end if
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Input:  time of last marked packéM, |IEA stateK,

ini i min min
minimum block time Dy, timer Tyjoe,
current timenow

if ((now—IM)>Din ) then
if (K==blocK) then
K = admit
send admission-continue msg;
end if
else
set (Tyloae M + DRl
end if

Input:  countersnmarked aNd Nunmarked MeASUrement

interval durationDy;;, measurement interval

timer Ty, IEAASstateK, CLE thresholds
ACont top

TeE " andTo e

_ Nmarked .

CLE= NmarkedtNunmarked’
6. .
Nmarked= Y, Nunmarked= Y,

set (TM| ,NOW— Dy );
if ((K==block A (CLE < TA®™M) then
K = admit
send admission-continue msg;
else if (K == admit) A (CLE > T43°) then

Algorithm 4: OBSERVATION-BASED AC: routine called upon K = block
expiration of timerT,Tin,. send admission-stop msg;
end if
Algorithm 6: CLEBAC: routine called upon timeout at the
3) CLE-Based Admission Control (CLEBA@ZLEBAC iS  end of a measurement interval.
an alternative algorithm for the egress nodes to triggengbs.
of the IEA state and to send admission-stop and admission-
continue messages to the corresponding ingress nodeseor otim what information is available from the requesting flow.
AC entities. In the following we discuss different deployment scenarios
CLEBAC proceeds in measurement intervals and calculatést call for different ACLs and which implement different
for every interval a congestion level estimate (CLE) whish iAC algorithms. In a multi-service network, it makes sense to
the proportion of AS- or ET-marked traffic rate. To that endsupport several ACLs to provide resource admission control
each IEA has counterBmarked @and Nunmarked that track the for various higher layer signalling architectures.
number of marked and unmarked bytes and these counters arg) Label Switched Pathswhen traffic is carried over label
updated by Algorithm 5 whenever a packet arrives. A timefwitched paths (LSPs), flows are already classified into IEAs
Twi indicates the end of a measurement interval whose dugach that PCN egress nodes can classify packets in a rather
tion Dy may also be IEA-specific. Algorithm 6 is called whersimple manner when penultimate hop popping is not used.
the timer expires. The CLE is computed, the counters are re$ten it is easy to implement observation- or CLE-based
and the timer is set to the end of the next measurement itengontrol of the admission process.
If the CLE is at least the CLE admission-stop thresHEi:°" 2) Arbitrary Flows: In case of arbitrary flows, it is rather
the IEA state is switched froradmit to block or if the CLE  hard to associate an admission request with an IEA at the
is at most the CLE admission-continue threshif*™, the ingress node and to map its packets to the corresponding IEA
IEA state is switched fronblock to admit In addition, the at the egress node. Therefore, probe-based admissiorocontr
respective control messages are sent. which does not require the concept of IEAs is possibly a more
In contrast to OBAC, CLEBAC has three |EA-specifiGattractive solution. The ingress node generates probeefmck
configuration parameterBy, T4 2% andT4L™ It performs  containing information about the ingress node such that the
measurements and takes into account the marking of ev@gtess node can return the probing result to the correatssgr
packet. Like OBAC, CLEBAC can be applied both with excesgode. The disadvantage of that method is a possibly long
and exhaustive marking. With OBAC and CLEBAC, addition%robing de|ay when several probe packets are required.
state refreshes may be sent to show the ingress node that th§) £ng-to-End Reservationsn case of end-to-end reser-
egress is alive or for reliability reasons. vations controlled by RSVP, the initial PATH message can be
reused as a probe message. The initial PATH message travels

along the prospective path through the PCN domain. However,
it is not RSVP-processed by interior PCN nodes since the
PCN egress node is the next regular RSVP node processing
the message after the PCN ingress node. Nevertheless, the
message is subject to the PCN metering and marking process

Input:  packet markingV, packet sizeB, counters
Nmarked 8Nd Nynmarked
if (M == NP) then
Nunmarked= Nunmarked+ B;

elsne - LB of the interior PCN nodes on its path. If the PATH message is
en dmif’]}rke"_ marked T =, marked, the egress node returns a PATH ERROR message to

the ingress node which rejects the reservation. If the PATH

Algorithm 5: CLEBAC: routine called upon packet arrival.message arrives unmarked at the PCN egress node, it is
forwarded. Thus, a corresponding RESV message can only
o return to the PCN ingress node if the probing procedure for
F. Need for Several Admission Control Layers (ACLs) the initial PATH message was successful. Therefore, adirres
ACLs translate the marking results obtained from the packedtions can be admitted when the first RESV message returns.
marking layer to higher layer signalling protocols depadi This is a very lightweight implementation of probing since
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no extra probe messages need to be created and intercefitecsum of a constant part of 50 bytes and a negative-binomial
by boundary nodes. However, this approach does not wadndom variable such that their mearEH] = 200 bytes and
with excess marking since then probing requires severdlepraheir coefficient of variatioreys [B] = 0.5. Bursty traffic looks
messages. similar, but hasE[A] = 100 ms andE[B] = 1000 bytes. For

4) Central Node as Admission Control Entityn some the production of simulated data we run so many experiments
architectures, a central node is in charge of admitting trat the confidence intervals for a confidence level of 95% are
blocking flows. They need an adaptation of the above sketchasty small. Therefore, we omit them in the figures.
ACLs. In case of AC methods that rely on IEAs, a copy of
the state for each IEA is stored at the central node to |OC§|

decisions, and control messages are sent from the egress nod ) . ] o
to the central node to update the state. With probing, the'We investigate the impact of the packet size variability and

central node triggers the ingress node to issue probe messde marking parameters on the packet marking probalphity
and the egress node reports the results to the central node.

5) Dealing with Flash Crowds and Delayed Medidn 0.1
practice, flash crowds in the sense of exceptionally large
bursts of call arrivals are observed [28]—-[31], e.g., ineca
normal telephony, tele-voting, file download, or realtimeeo
transmission of sport events. In addition, media startydela
after admission is granted and this delay may be several
seconds in case of telephony applications. In such cases, ma
flows may be accepted before the feedback of previously
accepted flows is reflected in the PCN traffic rate and the
markings. This may lead to overload when they start sending.
One solution to avoid this problem is sending characteristi ‘
dummy packets as soon as a flow is admitted in order to 95 100 105 110
reflect the newly admitted flow in load of the network which Number of flows
is used to decide whether more flows can be admitted. The
injection of dummy packets may be done by the PCN ingreE@' 4. Impact of the packet size variability on the packet rimarlorobability

L . . . in case of excess marking for smooth traffic.
node, by some application signalling proxy like SIP, or by th
application itself. This idea has been proposed in [32]slt i

Packet Marking Probabilities

0.08 |

0.06

0.04

0.02

Packet marking probability pag

not clear yet whether this concept requires its own ACL. We first consider different packet size variability with ege
marking. We set the token bucket size $o= 40 KB. We
IV. PERFORMANCEEVALUATION OF PCN-BAaSED AC simulate smooth flows, but modify the coefficient of variatio
METHODS cvar[B] of the packet sizes from 0 to 1. Figure 4 shows the

. . . . cket marking probability for different numbers of flows
We investigate the blocking behavior of the three presem%amo flows correspond to a bottleneck utilization of 100%

AC methods (PBAC, OBAC, and CLEBAC) in combination ith respect to the admissible ra#R The figure reveals

with ex nd exhaustive marking under vari I nm . .
excess and exhaustive marking under various load €o at excess marking does not mark packets when the link

tions and in the presence of smooth and bursty traffic. We st%r not ore-congested and that the marking probability rises
with a description of the simulation setup and study packef P 9 9gp y

. s almost linearly with the number of floms. The theoretical
marking probabilities before we analyze the AC methods. marking probability ispas— max(O,nflOO)’ e for 110 flows the

) . theoretical value igpas= 0.091. nThis value is achieved only

A. Simulation Setup for cyar[B] = 0 while cyar[B] = 0.5 yields onlypas=0.059 and

We assume a single bottleneck link between PCN ingresg[B] = 1.0 only pas= 0.031. Reason for that phenomenon is
and egress node such that packets receive potential ASsmdhie fact that the marking probability for large packets hair
only from this link. This assumption allows to limit thethan for small packets when excess marking is used. Looking
simulation of this scenario to the bottleneck link, i.e. aNPCat the percentage of marked bytes, the simulation resul&t me
ingress is connected via a single link with a PCN egresise theoretical values. As CLEBAC calculates its CLE based
node. The link has an admissible rate AR= 8 Mbit/s on marked bytes, its CLE is not sensitive to packet sizes.
and carriesn flows with a rate of 80 kbit/s. Simple voice With exhaustive marking, the marking probabilities quyckl
codecs produce strictly periodic traffic with constant mEckincrease from 0 to 1 when the number of flows increases
sizes while other applications like video lead to signifiban from 99 to 101. In addition, all packets have the same
more traffic variability. Therefore, we use two simple tmaffi marking probability as the marking decision in Algorithm 2
types in our simulations: smooth and bursty traffic. Smooth independent of the packet size.
traffic consists of flows with Gamma-distributed packetiinte We now study the impact of marking parameters for excess
arrival timesA with a mean ofE[A] = 20 ms and a coefficient marking. Figure 5(a) shows the impact of the token bucket
of variation of ¢y [A] = 0.1, i.e. the flows have an almostsizeSon the packet marking probability fag,[B] =0.5. The
periodic structure. Packet siz8sare distributed according to curves for smooth traffic are independent of the TB sze
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‘ ‘ ‘ is important when comparing partial results of both studies
: smooth traffic § ) because the marking threshdldhas different semantics for

0.08

o bursty traffic

00T token bucket and virtual queue based markers.

0.06
C. Probe-Based Admission Control (PBAC)

When exhaustive marking is used for probing, only one
probe packet is needed for the AC decision. Thanks to the
design of Algorithm 2, the marking probability of a packet is
independent of its size. Therefore, probe packets can be arb
trarily small and the flow blocking probability is still exthe
the packet marking probability presented in Figure 5(1&., i.

0.05 -

0.04

0.03

0.02

Packet marking probability pag

0.01 ¥

90 % 100 105 110 all flows are admitted in case of no pre-congestion and blbcke
Number of flows . .
) in case ofAR-pre-congestion.
(2) Excess marking. This is different when probing is used in combination with
s AT i - excess marking. The_n, several probe pa_lckets are _requwed
" o bursty traffic e because only a fraction of the packets is marked in case
s o8y of AR-pre-congestion. Furthermore, probe packets must be
£ ‘ 7 large enough to face a typical marking probability. We deriv
[ / . e . .
g o6t T_ggtl)(oBthstr_a?f’fécKB/ 1 the flow blocking probability analytically depending on the
S T=20 KB, S=40 KB —_? |} marking probabilitypas and the number of probe packets.
] T=10 KB, S=30 KB ._ / / . . .
5 04r 1 A flow is blocked if at least one out afi, probe packets is
g bursty traffic marked:
S o2} T=20 KB, S=40 KB 1 =1-—(1 )P (1)
g o T=20 KB, $=30 KB Polock = 1— (1 — pas) .
N g et : ‘
90 95 100 105 110 1
Number of flows
(b) Exhaustive marking. 3 08
Fig. 5. Impact of marking parameters on the packet marking pititoeh 2 06 L
for smooth and bursty traffic. N
s
T 04t
o
. cpeys 2
{10,20,40} KB. The packet marking probabilities for bursty 35 .,
traffic exceed these curves significantly for TB size of 10 and * ey n,=25 n=10
20 KB. In particular, packets are already marked when trere i o =100
0 0.05 0.1 0.15 0.2

no pre-congestion, yet. Only f@= 40 KB or larger, packet
marking starts only wittAR-overload and the packet marking
probability is independent of the marking parame$eil hus, (a) Impact of the number of probes on the fraction of false jpesit
the token bucket size must be set to a sufficiently large value
Figure 5(b) presents the same study for exhaustive marking.
For smooth traffic, the marking probability follows the itlea
step function when the admissible rai® is exceeded by the
PCN rate. The marking threshold and the size of the token
bucketS have hardly any influence opas. For bursty traffic,
the marking probability depends on the marking parameters
T and S When S—T is too low, it starts marking early,
and whenT is low, only a fraction of packets is marked for

Packet marking probability pyg

250

N
o
o

=
a
o

=
o
o

Pare*=0.1%

ol
o

max.

Minimum number of probe packets

light ARoverload. The ideal step function at= 100 is best Perr =10%

approximated withT =20 KB andS= 40 KB. ° 0.05 o1 015 02
In the remainder of this work, we us8= 40 KB for Packet marking probability pag

excess marking an@l =20 KB andS= 40 KB for exhaustive

ki (b) Impact of the desired maximum fraction of false positiyg&* on
marking. . . the required number of probe packets.
In [33] we compared the packet marking probability of ex-
haustive marking (aka threshold marking) and ramp markingy s prope-based AC (PBAC) with excess marking.
We did not consider the impact of any AC method but the
impact of many more traffic parameters. Note that [33] usesWe calculate the fraction of flows that are falsely admitted,
a virtual queue description of the marking algorithms whilee. the fraction of false positives, bgerr = 1 — Ppiock- Fig-
we use a token bucket approach in this work. This differencee 6(a) shows this value depending on the packet marking
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probability pas and the number of sent probe packats If  operation of the system, i.e., the IEA st&tehould not change

np, = 10 packets are used for probing, the fraction of falseo frequently to avoid excessive signalling. At most 2 estat
positives is unacceptably high like 10% for &iR-overload changes can occur WithiDg}g‘ck time, but Figure 7(c) shows

of about 20%. That means, 1 out of 10 requests is admittdtht even the maximum of the average state change rates is
such that blocking is not effective if the request rate ishhiglower. Obviously it significantly depends (Dg}i” and clearly

ock
The error probability is still high fon, = 25 and 50 probes decreases with increasirigf)\i..

per admission decision. False positives cannot be avoidtbad w Figures 8(a) and 8(b) are analogous to Figures 7(a) and
PBAC and excess marking, but their fraction can be limited by(p), but show the blocking of OBAC in combination with
using a sufficiently large number of probe messagesWe exhaustive marking. Exhaustive marking marks more packets
compute the required number of probe packats(pas, Per)  and leads, therefore, to larger blocking probabilitiesarrttie
to meet a maximum fraction of false positivgggi{* for a same conditions. For smooth traffic, there are hardly arsefal
marking probability ofpas by positives or negatives and the minimustock interval D",
, maxy, ; m has no impact on the blocking probability. For bursty traffic
Mrin( Pas. Perr) - = mn:)n(perr(pAS Mp) < Perr) OBAC already blocks a significant fraction of requests when
_ log(pT&) ) the PCN rate is belowAR and the impact oD, is visible.
~ log(1—pas) Figure 8(c) shows that exhaustive marking leads to clearly

Figure 6(b) shows this value depending on the packet markiL?(}jver state change rates for OBAC than excess marking.

probability pas and the maximum fraction of false positives
pe. An error probability of 10% is certainly too high in
practice. In the presence of a packet marking probability
pas = 0.05, aboutnmin(0.05,0.01) = 90 probe packets are

i ili ax
gﬁg?]eq (t(()) orgeoeg(? 1)mj\>i|‘rlrz)umroek;(reor ggﬁg?sb?gyn%LB 8(())11 With CLEBAC, the PCN egress node turns the IEA state
min( 209 BVUV5) = 247 P P Perr” = %772 to.theblock or admit when it measures a CLE at leag5:°P

When packet loss is estimated by probe messages, their ACont .
inter-arrival times should be exponentially distributeg#]| Or'at mostl, "', respectively. These two CLE thresholds and

Therefore, we propose that also the inter-arrival time oNPCthe (_juratu_)n of the measurement intervalg, are the three
configuration parameters of CLEBAC.

probe messages should be exponentially distributed ishstea ,
We setDy = 200 ms for excess marking arid)y = 100

of sending all probe messages in one shot. However, this i i s
introduces significant delay for probing in the presence 8iS for exhaggtt(l)\ée markLrég,tanq study the impact of the CLE
excess marking. thresholdsT, =" and T5¢™ Figures 9(a) and 9(b) show

the blocking probability for CLEBAC together with excess
marking. We consider the curves with the admission-coetinu

D. Observation-Based Admission Control (OBAC) thresholdTASoM — 0. The curve forTéiéop: 0.01 is the left-

With OBAC, the PCN.egress node switches the |IEA skate most one and any smaller values ﬂ-a,LEtop can hardly move
to theblockmode when it observes a single AS- or ET—markeﬁ1e curve any further to the left (not shown). In contrast,
packet. After an interval oD, since the observation of the;

increasing values off25°? moves the curve significant|
last marked packet, the PCN node switches the IEA tate, =\ _gh CLE  th AStop %\cOm Y
back to theadmit mode.D[M" is OBAC’s only configuration to the right. A comparison o the curvg(ﬂ'c E oTcie ) €
parameter "+ block {(0,0.04),(0.1,0.04)} shows that increasing4™ moves the

We simulate the flow blocking probability for the scenari§-Ves also to the right. In any case, new flows are rejected

in Section IV-A. The flow blocking probability is the time gcgl(\;\g? Eosru;g (r::nttlgaf?ilgCvgroebtaebs”:gnz?arlIattraeeasszt;lri?uzsu
fraction for which the IEA is in thélockmode. In Figures 7(a) ' y 9 y

and 7(b) we study the impact dDQ‘”k on the blocking but the slopes of the curves are not so steep and, as a
- . S oc : consequence, there are more false positives.

probability of OBAC in combination with excess marking for .

smooth and bursty traffic. For smooth traffic, OBAC starts Figures 10(a) and 10(b) show the average blocking prob-

blocking only with incipientAR-pre-congestion and reliably Pility for exhaustive marking. For smooth traffic, CLEBAC

blocks all new flows when the PCN rate exce@d® by 2% produces the same blocking probabilities as OBAC with only

up to 5% depending oB[" . With bursty traffic, OBAC starts few _false negatives and pqsitives. More _bursty traffic leads
to slightly more false negatives and positives. In both sase

blocking already when the PCN rate is slightly bel&R and i top
reliably blocks all new traffic when the PCN rate excegds the curves are independent of the CLE threshdlg§°P and

. i . . AC i

by 4% up to 12% depending df.. The desired behavior of Teie™ for a wide range of parameters.

AC is to admit new flows when the PCN rate is bel&éR and Figures 9(c) and 10(c) show the state change rate for
iti i T4 3 P=0.01 andTAPM" =0 | f king and f

to block them when it is above (cf. Section IlI-A). Apparemtl qe =9 andT;2™=0in case of excess marking and for

longer minimumblockintervals lead to a better approximationTéLéo”: 0.9 and T4 =0.1 in case of exhaustive marking.

of the desired behavior. Howevd{ ", should not be chosen To achieve a maximum state change rate of about 1 change per

too long because otherwise the responsiveness of the sysssmond, the duration of the measurement inteByal should

becomes slow such that it cannot continue admitting new flolse 200 ms or longer for excess marking and 50 ms or longer

when old flows have stopped. Another aspect is a smodtr exhaustive marking.

%f. CLE-Based Admission Control (CLEBAC)
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Fig. 7. OBAC and excess marking. Fig. 8. OBAC and exhaustive marking.

F. Reaction Speed of AC Methods _PBAC reagts_as soon as packet; are marked. OBAQ also
triggers admission-stop when the first marked packet is ob-

We consider a link that is suddenly faced with significarité’ved- In contrast, CLEBAC induces some delay as it sends
overload that may be caused by rerouted traffic in case of@ntrol messages only at the end of measurement intervals
network failure or due to a flash crowd. We are interestéyfnose duration iDy. However, the proportion of marked
in the reaction time of the different AC mechanisms. Non@Ckets might not be large enough in the current measurement
of the mechanisms can react before the marking algorithii¢erval to trigger admission-stop. Therefore, it takesaipwo
start AS- or ET-marking. However, their reaction time iseat measurement intervals until the admission process for IEAs
fast. In case of an overload &fflows with a rate ofry each, 90ing over pre-congested links is reliably stopped.
it takesk,—?f or ST time until excess or exhaustive marking

k-l’f . . .
start marking packets. For an overload of 100%, this leads @ Fair Coexistence of Different AC Methods

40KB_ — 4 ms in our examples for excess marking and to PCN-based AC allows only one marking behavior in a

TOO8OKbITs —
2 ms for exhaustive marking. single PCN domain, but several different AC mechanisms
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Fig. 9. CLEBAC and excess marking. Fig. 10. CLEBAC and exhaustive marking.

when they coexist in a fair way. For instance, if one AQve use a minimurmblock interval of D, = 200 ms for

method blocks flows when the PCN rate equifis but another OBAC and CLE threshold343°°= 0.01 andT4%™ = 0 for

AC method starts blocking only when the PCN rate is S5%LEBAC. PBAC yields similar curves fon, = 100 probes.

larger, the PCN rate on the link will be 5% larger thaR  Thus, suitable parameters possibly facilitate a fair cstexice

If some flows terminate, their freed bandwidth is seized yf OBAC and CLEBAC in the same network.

new flows controlled by the second AC method, thus starving For exhaustive marking, this is easier to achieve because fo

flows subject to the first AC method which is clearly unfairsmooth traffic all AC methods implement a rather steep ascent

As a consequence, coexisting AC methods should have simigfithe packet marking probability. This steep ascent iseseitl

utilization-dependent flow blocking probabilities, otivse by bursty traffic for all AC methods. OBAC achieves a similar

the coexistence will not be fair. behavior for small values oD, but smaller values than
We achieve similar load-dependent blocking curves f@p", =100 or 200 ms should not be taken to avoid potential

OBAC and CLEBAC in the presence of excess marking wherscillation of the IEA state.
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V. CONCLUSION [11]

We have proposed a two layer architecture for PCN-bas g]
admission control (AC) and flow termination (FT) that makes
the modularity of the PCN concept more explicit by introl13]
ducing a packet marking layer (PML) and an AC and FT
layer (ACFTL). We proposed observation-based AC (OBAQ)4]
as new PCN-based AC method and reviewed probing-ba: (fz%
AC (PBAC) and the AC method based on congestion level €5-
timates (CLE, CLEBAC). All three methods can be combined
with both excess and exhaustive marking and can coexisein {#6]
same network if they lead to fair admission results. We stiidif 7
the blocking probabilities of all six combinations underivas
load conditions and tested the impact of traffic charadiesis
and configuration parameters. 18]

With excess marking, the marking probability of a packet
depends on its size while the marking probability is indepeplgl
dent for exhaustive marking. The packet marking probédslit
for both marking algorithms depend on their configured pa-
rameters. PBAC requires 50 — 150 probes to reliably adnff!
new flows when excess marking is used while a single probe
packet is sufficient in case of exhaustive marking. With esce
marking, both OBAC and CLEBAC tend to block traffic af21]
higher load conditions than with exhaustive marking suett thy,,
they produce similar load-dependent blocking probabditi
This is an important finding as it encourages the idea to u[ség]
different AC methods within a single network without stautyi
some traffic in a high load regime. Further simulations are
required to confirm this hypothesis, in particular for link$?4]
carrying multiple IEAs where each of them has only a small
number of flows.
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