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Abstract

Capital expenditure(CAPEX), i.e. equipment cost, is a decisive criterion for the design of a new network infras-
tructure. The design of efficient transport networks requires the interconnection of multiple technologies which
form separate layers with their own networking view and routing. This leads to the notion ofmulti-layer networks.
CAPEX-aware design of such networks requires algorithms which propose multi-layer hardware configurations
that are able to carry a given set of traffic demands at minimalCAPEX. We present a generic algorithm for CAPEX-
aware multi-layer network design as well as a computationally viable implementation and perform evaluations on
realistic network topologies. The underlying CAPEX and multi-layer technology models are explained in detail.

1 Introduction
Ongoing exponential growth in Internet traffic, de-
creasing revenues, and the emergence of new services,
like Carrier Ethernet, trigger network providers to up-
grade and optimize their network configurations.
The basis of most carrier networks is optical fiber
which connectspoints of presence(PoP), calledsites,
over large distances. Several technologies must
be installed at a site to provide different services
like data transmission on the IP/MPLS, Ethernet, or
SDH/SONET protocol. Each offered service and its
technology form a separatelayerwhich has its own net-
working view. These separate views lead to the notion
of multi-layer networks.
To achieve cost-efficiency,multi-layer network design
has to respect all available technologies, their features,
and economics. This requires detailedcapital expen-
diture (CAPEX) models for multi-layer networking
equipment which have been recently published [1, 2].
The level of detail of these CAPEX models allows for
a more realistic network design, but also increases the
runtime complexity of CAPEX-aware multi-layer net-
work design. For parameters sets of this size,integer
linear programs(ILP) tend to have long runtimes even
for medium-sized network instances. Hence, we de-
velop heuristics for CAPEX-aware multi-layer network
design which can yield sub-optimal results within fea-
sible time. Such heuristics are interesting for science as
well as economy due to their ability to perform a plenty
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tent of the paper.

of parametric studies within a short time even for large
network instances and detailed CAPEX models.
In this paper, we present a generic CAPEX-aware al-
gorithm for multi-layer network design with a detailed
CAPEX model and a computationally viable imple-
mentation which proves reasonable runtimes even for
large network instances. We develop a software tool
[3] to evaluate multi-layer network design algorithms.
The remainder of this paper is structured as follows.
Section 2 introduces the problem formulation and gives
an overview of related work. Section 3 explains the
CAPEX and multi-layer technology models. In Sec-
tion 4, the generic algorithm for multi-layer network
design is presented along with an efficient implementa-
tion which is evaluated on several network instances in
Section 5. Section 6 summarizes this paper.

2 Problem Formulation
and Related Work

In this section, we formulate the considered optimiza-
tion problem and give an overview of related work.

2.1 Problem Formulation

There mainly are two reasons to install multiple tech-
nologies at a site. On the one hand, the provision of
multiple networking services, like the connectivity via
Internet Protocol(IP) or Ethernet, requires the instal-
lation of different networking equipment per service.
For instance, IP connectivity requires routers whilst
switches are used for Ethernet. Hence, two technolo-
gies have to be installed to provide both connectivity
services at a site.
On the other hand, the installation of multiple technolo-
gies can lead to lower CAPEX of a network. For exam-
ple, the easiest way to set up a connection between re-
mote sites is the usage of interfaces which can directly
connect to the physical topology of a network and

c© VDE, 10. ITG Fachtagung Photonische Netze, Leipzig, Germany, May 2009 – Page 1 of 8

c ©
2
0
0
9

IE
E

E
.

P
er

so
n

a
l

u
se

o
f

th
is

m
a
te

ri
a
l

is
p

er
m

it
te

d
.

P
er

m
is

si
o
n

fr
o
m

IE
E

E
m

u
st

b
e

o
b

ta
in

ed
fo

r
a
ll

o
th

er
u
se

s,
in

a
n
y

cu
rr

en
t

o
r

fu
tu

re
m

ed
ia

,
in

cl
u

d
in

g
re

p
ri

n
ti

n
g
/
re

p
u

b
li
sh

in
g

th
is

m
a
te

ri
a
l

fo
r

a
d

v
er

ti
si

n
g

o
r

p
ro

m
o
ti

o
n

a
l

p
u

rp
o
se

s,
cr

ea
ti

n
g

n
ew

co
ll
ec

ti
v
e

w
o
rk

s,
fo

r
re

sa
le

o
r

re
d

is
tr

ib
u

ti
o
n

to
se

rv
er

s
o
r

li
st

s,
o
r

re
u

se
o
f

a
n
y

co
p
y
ri

g
h
te

d
co

m
p

o
n

en
t

o
f

th
is

w
o
rk

in
o
th

er
w

o
rk

s.
T

h
e

d
efi

n
i-

ti
v
e

v
er

si
o
n

o
f

th
is

p
a
p

er
h

a
s

b
ee

n
p

u
b

li
sh

ed
in

1
0
.

IT
G

-F
a
ch

ta
g
u

n
g

P
h

o
to

n
is

ch
e

N
et

ze
,

2
0
0
9
.



A

B

C

D

E

L
   0

L
   0

L
   0

L
   0

L
   0

L
   1

L
   1

L
   1

L
   1

L
   1

L
   2

L
   2

L
   2

L
   2 L

   2

Layers

Fiber duct

Sites

Demands starting

at site A on L2

Figure 1: An abstract view on an exemplary multi-
layer network with three demands.

transmit the signal over long-haul distances. The con-
figuration of suchpoint-to-pointconnectivity is simple,
but the required long-haul interfaces are expensive and
use the physical transmission medium exclusively. In-
stead of giving exclusive access, one or more interme-
diate transport networkscan be used which allow to
aggregate several data signals of arbitrary technologies.
These intermediate technologies form separatelogical
layers with their own routing and serve as wrappers
for the physical or underlying logical topology, respec-
tively. Although this can increase cost-efficiency and
resource utilization, the transport technology must be
efficiently used to justify its initial acquisition.
An exemplary result of a multi-layer network design for
a simple topology is illustrated in Figure 1. It shows the
physical layerL0 and two logical layersL1 andL2 as
well as the routing of three demands which start atL2

and partly useL1 for transport.
In this paper, CAPEX-aware design ofmulti-layer net-
works means to interconnect multiple services (i.e.
technologies) across remote sites by the installation of
networking equipment to set up cost-efficient logical
topologies upon the physical topology. Connections in
a logical layer are realized as concatenations of connec-
tions in a lower layer. We use a detailed CAPEX model
[1] to design a network that can carry a given set of
traffic demands of a certain service upon an immutable
physical topology which consists of optical technology.
This optimization problem is approached by heuristics.

2.2 Related Work
The meaning of the termmulti-layer slightly varies in
publications on multi-layer network optimization. On
the one hand, it is used for multiple abstract views on
a single technology to separate available functionalities
into logical layers. On the other hand, it is used for the
existence of multiple interconnected technologies each
forming a separate layer with its own routing.
The first group of papers focuses on the aggregation
of data, so calledgrooming, in optical technology. In
[4], a graph model is developed for traffic grooming
that facilitates the change of the optimization objective
and two algorithms for the optimization of these graphs
are presented. The number of wavelength links and
transponders is reduced to indirectly minimize network

cost. The authors of [5] consider multi-layer switches
in optical transport networks(OTN) which can deal
with wavelengths, wavebands, and fiber as aggrega-
tion levels. Evaluations are performed for a simple
non-linear cost function that maps the utilization of the
used aggregation level. The problem is approached by
an ILP as well as a heuristic which is faster, but less
successful. In [6], an additional “grooming layer” is
introduced and ILPs are given for the optimization of
CAPEX that rely on pre-calculated paths to speed-up
the optimization. A simple CAPEX model is used for
the optimization to state the benefit of optical multi-
plexing equipment. In [7], we present ILPs that do not
depend on pre-calculated paths and develop heuristics
for this problem.

The second group of papers relies on (detailed) technol-
ogy and CAPEX models to interconnect different tech-
nologies. The authors of [8] develop an ILP for a de-
tailed equipment model but give no evaluations. In [9],
they enhance their ILPs by heuristics within a branch-
and-cut algorithm and focus on two-layer network de-
sign. In [10], a comparison of different networking ar-
chitectures is presented by evaluating a dimensioning
process for multi-layer networks, but no algorithms are
given. In [11], we consider a multi-layer network de-
sign containing IP and OTN technology. The focus is
on CAPEX optimization under shared risk link groups
caused by single link failures in the physical network.
In [12], we model a CAPEX optimization for transpar-
ent, semi-transparent, and opaque optical networks by
ILPs in a canonical way.

Both groups of papers apply amulti-layer network de-
signwhich means the creation of a network equipment
configuration such that given traffic demands can be
carried by a network. This makes it different from mere
multi-layer routingwhich denotes the path finding pro-
cess in a multi-layer network with an immutable net-
work configuration. For instance, the authors of [13]
consider the routing of traffic flows in multi-domain
networks with multiple services that have to be compat-
ibly interconnected. Their routing bases on the ITU-T
recommendation G.805 elaborated in [14].

For all kinds of network design, there are two basic
approaches concerning the premises of existing legacy
equipment. First, a network can be designed from
scratch merely respecting a couple of fixed parameters
like site locations and physical adjacencies as in, e.g.
[6, 7]. Second, an existing network can be migrated
by updating and extending existing network technol-
ogy as in, e.g. [8, 15]. The latter is more realistic but
still lacks sufficient models which have to respect, e.g.,
moving hardware between sites, intentional violation
of service level agreements(SLA), or financial budget
restrictions for migration. In [15], several strategies for
multi-period planning are analysed using the CAPEX
model of [16] – the predecessor of [2] – and only in-
cludes optical equipment.
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In this paper, we consider the CAPEX-aware design of
multi-layer networks from scratch. We use the CAPEX
model from [1] to interconnect several technologies
while minimizing CAPEX. Due to the complexity of
the CAPEX and technology model, fast heuristics are
the only means to perform evaluations on network in-
stances of realistic size within feasible time. Further-
more, fast heuristics allow to perform a plenty of para-
metric studies within a given time span. To the best of
our knowledge, no heuristics have been published that
are fast and cover multi-layer network design on a de-
tailed CAPEX model.

3 Modeling
In this section, we describe a network technology
model and the CAPEX model used for evaluation.

3.1 Network Technology Model
Networking equipment is constructed in a modular
fashion. Hence, we strictly divide the equipment of all
considered technologies into four component groups as
in the CAPEX model of [2]. The component groups
are: basic nodes, slot cards, port cards, and interfaces.
A basic nodeis the main component in each technol-
ogy. It provides power supply as well as cooling for all
components of this technology and a number of slots.
In this model, a basic node deals with the switching of
data and has a switching capacity.
A slot card of the same technology can be plugged
into each slot of a basic node and also has a switching
capacity. The sum of the switching capacities of the
plugged-in slot cards must not exceed the maximum
switching capacity of a basic node. Hence, a more
powerful basic node must be installed if more overall
switching capacity or slots are required. Every slot card
provides a number of ports.
A port card of the same technology can be plugged
into each port of a slot card and also has a switching
capacity. The sum of the switching capacities of the
plugged-in port cards must not exceed the maximum
switching capacity of a slot card. If more switching ca-
pacity or ports are required, a further slot card has to
be installed. In [2], some technologies have either slot
cards or port cards. We generalize our model and pro-
vide all technologies with zero-cost dummy slot or port
cards, respectively. Finally, port cards provide a num-
ber of connectors and there can be several types of port
cards with different connectors.
An interfacecan be plugged into each connector of an
adequate port card. Interfaces are the components that
send or receive data using a certain encoding. If more
connectors are required, a further port card has to be
installed.
The principle of assembling these four component
groups is illustrated in Figure 2.
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Figure 2: Setup of a connection within a site between
two technology layersLi andLj.

3.2 Multi-Layer Interconnection Model

The assembly of the four component groups within a
single technology is only restricted by switching ca-
pacities and numbers of slots, ports, or connectors. The
setup of connections via interfaces across layers and
sites underlies several technological constraints.
A connection can only be established between two
compatibleinterfaces. Depending on their technol-
ogy and ability, interfaces use a specific framing to
en/decapsulate data. The framed data is transmitted
on an interface specific bit rate, the interface’s capac-
ity. Two interfaces must use the same encoding of data,
i.e. framing and capacity, to be compatible. Further-
more, the data encoding of an interface depends on two
properties, its reach and aggregation capability. The
reach of an interface is the transmission distance up
to which an encoded signal can still be decoded. It
can range from several to thousands of meters. For in-
stance, cheap short-reach interfaces are sufficient for
the interconnection of different technologies within a
single site as depicted in Figure 2. Theaggregation
capability of an interface is used to multiplex several
lower bit rate data flows and send it as a single higher
bit rate data flow. In turn, a compatible interface must
be used that can demultiplex this data at the sink. The
principle of aggregation can be any multiplexing tech-
nique and depends on the technology.
Two kinds of interfaces are used to set up connections:
trunk interfacescommunicate data downwards in the
layer hierarchy, whereastributary interfacescommuni-
cate upwards. A compatible pair of trunk and tributary
interfaces is needed to set up a connection between two
layersLi andLj. This is illustrated in Figure 2 which
shows a trunk interface in layerLj that connects to a
tributary interface in layerLi while both are embedded
in a valid hardware configuration of their layer. The
hardware configuration for a connection across several
layers and remote sites is depicted in Figure 3. Herein,
a connection is set up from layerL2 at siteA to L2

at siteC using layerL1 as a transport network which
passes siteB. As a consequence, there is a direct log-
ical connection from siteA to C on layerL2 which is
realized as the concatenation of the connections from
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Figure 3: Setup of a connection across remote sites via
multiple technology layers.
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Figure 4: An abstract view on the topologies resulting
from the hardware interconnection in Figure 3.

site A to B and from siteB to C on layerL1 while
each of these two connections is realized as direct con-
nection on the physical layerL0. Figure 4 illustrates
the topologies in each layer resulting from this hard-
ware configuration.
In our model, all data is finally transmitted on layer
L0 which consists of bundles of fibers, so calledfiber
ducts. The ducts physically connect remote sites.

3.3 CAPEX Model

So far, we have described the modular setup and in-
terconnecting of network technology. The CAPEX
model not only associates cost values with equipment,
but also defines which network equipment is available
and possible interconnections. We use the CAPEX
model of [1] which respects the modular structure of
network equipment described in Section 3.1. It con-
tains IP/MPLS, Ethernet, SDH/SONET, and OTN tech-
nologies which currently are widely deployed. Fur-
thermore, the cost values in this model are vendor-
independent and normalized to the cost of a 10 Gbit/s
WDM transponder. A list of all available network
equipment and possible interconnections in this model
is given in [2], so we focus on its main properties in this
paper.
In this model, all interfaces have a capacity of either
2.5, 10, or 40 Gbit/s which corresponds to the data
rate ODU-1, ODU-2, and ODU-3, respectively, used
in OTN networks. There are two kinds of aggrega-
tion techniques:wavelength division multiplex(WDM)
and time division multiplex(TDM). The WDM tech-
nique can be used in OTN networks to transmit40 or
80 wavelengths via a single fiber in parallel. We only
use40 wavelengths for the evaluations in this paper.

The TDM technique transmits data flows divided in
fixed time slots as a single higher bit rate data flow
and is available in SDH/SONET byvirtual contain-
ers (VC), and in OTN by muxponders. In the CAPEX
model, two kinds of TDM are defined: multiplexing
four 2.5 Gbit/s data flows to one10 Gbit/s and multi-
plexing four10 Gbit/s data flows to one40 Gbit/s data
flow. Statistical multiplex of packet-switched services,
like IP and Ethernet, is not considered in this model.
In general, a higher capability leads to a higher CAPEX
in this model. For instance, a higher reach, a higher
capacity, or the ability to aggregate data increases the
CAPEX of an interface and a higher switching capacity
increases the CAPEX of a basic node. The model also
reflects certain specifics of network equipment markets,
e.g. the relative high cost of IP equipment. This infor-
mation will be considered in future work.
We use the CAPEX model of [1] as a basis and slightly
extend its equipment by zero-cost dummy components
to fit in the four-components structure described in
Section 3.1. Furthermore, we strictly separate the
OTN technology into anoptical channel(OCh) layer
handling wavelengths and anoptical multiplex section
(OMS) layer dealing with bundles of wavelengths mul-
tiplexed on fibers.
Upon these multi-layer technology and CAPEX mod-
els, we develop algorithms for a CAPEX-aware design
of multi-layer networks.

4 Algorithm
In this section, we introduce a generic algorithm for
CAPEX-aware multi-layer network design and present
an efficient realization, calledauxiliary cross layer
(AXL) algorithm.

4.1 Terminology
Our generic algorithm for CAPEX-aware multi-layer
network design requires three input parameters: a phys-
ical network topology, a CAPEX model, and a set of
traffic demands.
The immutable physical layerL0 incorporates a net-
work topologyG(V , E0) which contains a set of sites
V and connects these sites by a set of fiber ducts
E0 ⊆ V × V . We denote the topology of a layerLi

by G(Li) = G(V , Ei) since the sitesV are the same in
all layersLi ∈ L, and each layerLi contains all infor-
mation on its edgesEi ⊆ V × V .
The CAPEX modelC defines a set of available tech-
nologiesL and their components. The possible inter-
connections of a layerL ∈ L given by the CAPEX
modelC are represented by a set of layersL(L) ⊆ L
containing all layers to which layerL can connect. As
each layerL is connected to itself,L ∈ L(L) always
holds.
We consider a multi-layer traffic matrixD of directed
demandsd ∈ D ⊆ V×V×L×B each being a quadru-
ple (S(d), T (d), L(d), B(d)) whereS(d), T (d) ∈ V
are the demand’s source and target, respectively, while
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Algorithm 1 GENERICALGORITHM

Input: Physical topologyG(L0),
CAPEX modelC, traffic demandsD

R = ∅ {initialization}
for all d ∈ SORTDEMANDS(D,G(L0), C) do
R = R∪ FINDROUTINGS(d, L(d), C)

end for
Output: SELECTROUTINGS(D,R, C)

L(d) ∈ L is the layer it starts from andB(d) is its
requested bandwidth.
The multi-layer network design algorithm creates
edges in logical layers to route a traffic demandd ∈ D.
Such an edgee ∈ G(Li) in a logical layerLi ∈ L is re-
cursively defined as a concatenation of edges in layers
Lj ∈ L, 0 ≤ j < i, as depicted in Figure 4. Anal-
ogously, the routingR(d) ⊆ G(L(d)) of a demand
d ∈ D is defined as a concatenation of edges in layer
L(d) between sitesS(d) andT (d).

4.2 Generic Algorithm
Our multi-layer network design algorithm creates log-
ical topologiesG(Li) upon the immutable physical
topology G(L0) such that all considered traffic de-
mandsd ∈ D can be carried by the network.
In Algorithm 1, we present a formal description of
our generic multi-layer network design algorithm. The
algorithm uses generic subroutines which can be ex-
changed. The algorithm sequentially processes the de-
mands in their given order. Since, the order of the
demands has an impact on the resulting multi-layer
network structure and CAPEX, the demand order can
be changed in SORTDEMANDS before the actual algo-
rithm starts. Then, the subroutine FINDROUTINGS de-
fined in Algorithm 2 is called for each demand. Ba-
sically, FINDROUTINGS tries to find a routing for a
demandd within the currently considered layerL and
also recurses in all layersL(L) that may be connected
to L. The recursion ends when the considered layer is
the physical layer which must contain a routing path
for all demands. Otherwise, no connection between the
requested source and target is possible.
The algorithm FINDROUTINGS yields a set of possi-
ble routings for a demandd by calling the subroutine
ROUTE. The resulting routings for a demandd are
added to the setR of all routings found by the algo-
rithm. The routing algorithm ROUTE can be any single-
layer routing algorithm that is applicable on the consid-
ered topology.
When all demands have been processed, the algorithm
calls the subroutine SELECTROUTINGS in Algorithm 1
to select one routing per demandd in the set of routings
R. Since we strive for CAPEX-aware design of multi-
layer networks, SELECTROUTING should consider the
CAPEX of such routing selections.
The definition of the algorithm is intentionally kept
generic to be able to control the trade-off between its

Algorithm 2 FINDROUTINGS

Input: Demandd ∈ D, current layerL ∈ L,
CAPEX modelC

R = ∅ {initialization}
for all L′ ∈ L(L) do
R = R∪ ROUTE(S(d), T (d),G(L′))
if L′ 6= L0 then {abort recursion}
R = R∪{R(d) : FINDROUTINGS(d, L′, C)}

end if
end for

Output: R {routings found in recursion}
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A
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Figure 5: Algorithmic limitation due to a fixed view
on layerL1 and sequential demand routing.

runtime and accuracy.
Our algorithm can also use and re-configure legacy
equipment. Nevertheless, we only consider empty log-
ical layers in this paper.

4.3 Auxiliary Cross Layer Algorithm
For an efficient realization of Algorithm 1, it is neither
feasible to evaluate all demand orders in the subrou-
tine SORTDEMANDS nor to calculate all possible paths
in subroutine ROUTE which would yield the optimum
for sure. Instead, we introduce an efficient realization,
calledauxiliary cross layer(AXL) algorithm.
To keep the runtime of the AXL algorithm feasible, we
introduce two fundamental restrictions. First, we do not
change the demand order inD, i.e. SORTDEMANDS

is the identity function, and leaves the demand order
unchanged. Second, we use the Dijkstra routing algo-
rithm [17] for the subroutine ROUTE to find a routing
in a topology. In the development of the AXL algo-
rithm, we focus on relieving the consequences of using
a non-optimal demand order.
The generic algorithm Algorithm 1 only examines the
topology of a single layerL at a time in subroutine
ROUTE. During the network design process, new edges
are created in layerL sequentially. As a consequence,
no path may exist that could be used to route a traffic
demandd ∈ D in layerL at the timed is processed.
In this case, the algorithm installs a new direct logi-
cal connection betweenS(d) andT (d) in layerL, but
cannot make use of any existing connections in layer
L. This is illustrated by Figure 5 in which a new di-
rect connection is installed in layerL1 between sitesA
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Figure 6: Construction and usage of an auxiliary layer
to find cross layer paths.

andC including resource usage inL0 depicted by dot-
ted lines. The existing connection in layerL1 from site
A to B and its resources inL0 (dashed line) cannot be
used since the algorithm is not able to recognize that
only a connection between siteB andC is required to
set up a path between siteA andC.
The limited view on a single layerLj can be resolved
by introducing the concept of an auxiliary layerLaux

that unites the edges of all logical layers below layer
Lj, i.e. G(Laux) = ∪0≤i≤jG(Li). This auxiliary layer
is not part of the multi-layer network itself, but is used
to find a routing considering several layers when call-
ing the subroutine ROUTE. Figure 6 illustrates the con-
struction of the auxiliary layer for the example shown
in Figure 5. In the auxiliary layer for layersL0 and
L1, a path can be found that uses the existing logical
connection in layerL1 and a multi-layer routing can be
found that only needs to install one additional connec-
tion from siteB to C in both layers. In general, the
algorithm is able to find routings using several layers
which is impossible merely considering a single layer.
Another shortcoming of the current algorithm is its in-
ability to work around blocked network resources. Due
to the sequential routing of the demands, a resource
can be completely occupied by a single demand which
blocks the routing of any further demands via this re-
source. For instance, a demand will be routed via a
fiber without using WDM equipment, since it is not re-
quired for the routing of this demand and it is cheaper
not to use the technology. As a consequence, no further
demands can be routed using this fiber, the resource is
blocked.
To decrease the number of blocked resources, we intro-
duce agroomingmechanism, i.e. a routing optimiza-
tion to achieve more efficient traffic transport. When
no routing can be found for a demand, we are looking
for resources that can be unblocked by using additional
aggregation equipment on existing connections. There-
fore, the algorithm considers paths that could be used
for routing if there still was spare capacity and tries to
aggregate the traffic on such candidate paths. The can-
didate paths are not only considered in a single layer,
but also cross layer paths found via an auxiliary layer
Laux can be used. If a grooming process is successful,
the routing of all traffic demands using the modified re-

(a) Nobel Germany (G17)
(|V| = 17, |E0| = 52)

(b) Nobel Europe (EU)
(|V| = 28, |E0| = 82)

(c) Nobel U.S. (US)
(|V| = 14, |E0| = 42)

(d) Germany50 (G50)
(|V| = 50, |E0| = 176)

Figure 7: The four considered physical topologies
from [18] with directed edges.

sources is changed and the additional demand is routed
along this path. If no routing can be found for a demand
at all, the demand is blocked.

5 Evaluation
In this section, we evaluate the implementation of the
auxiliary cross layer(AXL) algorithm on four network
instances from [18] which span intra- to inter-country
networks from medium to large size and are depicted
in Figure 7. We introduced directed edges in all four
topologies as our models work on directed demands
and network equipment. Hence, there is a pair of op-
posite edges between each pair of connected sites. For

Table 1: Performance of the algorithm

Topo- Traffic demands Runtime CAPEX
logy k-unif., (total/blocked) (s)

G17 1-unif., (272/0) 4.55 4716.06
G17 3-unif., (816/0) 19.46 14935.20
G17 6-unif., (1632/0) 52.97 29243.58
G17 7-unif., (1904/23) 67.46 33411.49

G50 1-unif., 2450 172.73 51566.25
G50 2-unif., (4900/742) 615.40 87824.44

EU 1-unif., (756/0) 22.06 13792.95
EU 2-unif., (1512/0) 57.10 29412.93
EU 3-unif., (2268/250) 117.59 38928.05

US 1-unif., (182/0) 2.30 3290.74
US 3-unif., (546/0) 9.76 10101.28
US 10-unif., (1820/0) 55.41 30101.13
US 12-unif., (2184/128) 82.69 33835.67
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Figure 8: Study of installed components.

the evaluation, we developed a graphical software tool
[3] for multi-layer network design and used it for all
evaluations in this paper.
We apply the AXL algorithm to these four network in-
stances using the CAPEX and technology model from
[2] which was described in Section 3 and includes the
IP/MPLS, Ethernet, SDH/SONET, and OTN technol-
ogy. We consider directedk-uniform traffic matrices
with a fixed demand bit rateB of 10 Gbit/s (ODU-
1). In this paper, traffic demands always start at the
IP layer. A bit rate of10 Gbit/s is realistic for today’s
core networks and, hence, other bit rates have not been
considered in this paper. Furthermore, no networking
equipment failures are considered and fiber ducts only
contain a single fiber strain to show the performance of
the algorithm with limited resources. All evaluations
were performed on a Linux machine with Java 6 on an
Intel(R) Core(TM)2 Duo CPU at2.4 GHz using [3].

5.1 Runtime and Traffic Load
The results of a study on the algorithm’s runtime and
the amount of traffic it can route are compiled in Ta-
ble 1. We used different values ofk in k-uniform traffic
matrices, i.e. there arek directed demands from each
site to each other site on the IP layer. The runtime of the
AXL implementation is below11 minutes for all con-
sidered scenarios. The amount of traffic the algorithm
can route depends on the distribution of the nodal de-
gree in the physical topology graph which is the final
limitation for routing any traffic. A full study of this
dependency will be covered in future work.
While the resulting CAPEX of a network increases lin-
early with the amount of traffic, the runtime of the
algorithm increases non-linear. This results from the
computation time that has to be spent for the groom-
ing mechanism described in Section 4.3 which is per-
formed for every demand that cannot be routed without
multiplexing previously routed demands. The compu-
tation time for the grooming mechanism increases with
increasing traffic load since more demands have to be
multiplexed. We further notice that several demands
are blocked for higher traffic loads since resource uti-
lization reaches its maximum.
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Figure 9: Study of traffic load.

5.2 Equipment and CAPEX Distribution
Besides the overall network CAPEX, our tool [3] yields
a detailed view on the installed network equipment
which allows insights on the structure of a multi-layer
network. We use theNobel Germanytopology as an
example for such evaluations with the AXL algorithm.
First, we analyse the number of installed components
per technology split up into the four component groups
defined by the CAPEX model in Section 3. Figure 8
shows the number of installed component that results
from a 1-uniform IP traffic matrix. Interfaces are the
most numerous group of components in the IP layers,
since the considered traffic starts in this layer.
Second, we evaluate the impact of increasing network
traffic on network CAPEX. Figure 9 shows the CAPEX
for the Nobel Germanytopology with 1-, 3-, and 6-
uniform IP traffic split up by technology. It shows
that the OMS layer is already fully equipped with 1-
uniform traffic, but still has spare capacity for further
wavelengths. In constrast, the CAPEX almost linearly
increases for all other technologies up to 6-uniform IP
traffic which was the maximum amount of traffic for
theNobel Germanytopology as of Table 1. The Fiber
layer which is shown in Figure 8 is not contained in
Figure 9 since the components installed in this layer
are only zero-cost dummy components introduced in
our model and do not have an impact on CAPEX.

6 Summary
We introduced a generic algorithm for CAPEX-aware
multi-layer network design. We formulated the multi-
layer network optimization problem and presented
models for CAPEX and multi-layer technology as well
as the interconnection of such technologies.
We presented an efficient realization of the generic al-
gorithm which is calledauxiliary cross layer(AXL)
algorithm and is implemented in a graphical software
tool which is used to evaluate multi-layer network
scenarios with multi-layer traffic. The AXL algo-
rithm proves to find multi-layer network configurations
even for large network topologies and high traffic load
within minutes.
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We showed the performance of the AXL algorithm by
performing several evaluations with increasing network
traffic on several network topologies and use these re-
sults to provide an initial evaluation of the CAPEX
structure within the resulting network configurations.
In future work, we will extend the model of the generic
algorithm and enhance its realization and implemen-
tation. Special focus will be on an improved demand
order and reduced blocking rate of demands. Further-
more, we will take multi-layer traffic and multi-layer
resilience into account.
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