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Abstract In this paper we analyze the power control loops on the reverse link of a CDMA
system. We obtain an expression for the transmission power of a mobile station
and its signal-to-interference ratio (SIR) received at the base station. This allows
the derivation of outage probability, which is the probability for not fulfilling the
SIR requirements. We will show that power control in the North-American IS-95
system is very robust and that the number of users in the cell does not have much
influence on outage. Furthermore, we compare outage which is an event at the
receiver with the mobile station exceeding its maximum transmission power.

Keywords: CDMA, power control, signal-to-interference ratio, outage probability.

1. INTRODUCTION

Wideband Code Division Multiple Access (W-CDMA) is the upcoming RF
technology for future mobile communication systems, likeUniversal Mobile
Telecommunications System(UMTS) or IMT-2000. This is mainly due to its
superior capacity compared to second generation systems employing F/TDMA.
In CDMA the transmitted signal is spread over the frequency bandwidth by
modulating each user’s data signal with a pseudo-noise carrier of much higher
frequency. Since the signals appear like noise over the channel, all other users
in the cell constitute to a certain level of interference.

This limitation leads to the necessity of controlling the interference induced
by other users to a minimum.Mobile stations(MS) will be located in the cell at
varying distances from thebase transceiver station(BTS). It has to be avoided
that a mobile near the BTS transmits at a too high level and causes too much
interference for other MS farther away (“near-far” problem). Additionally,
due to shadowing and multi-path fading as well as fluctuations in user traffic
there will be variations in the received signal strength. This is overcome by a
tight power control performed on thereverse link(mobile-to-base station path).
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With this power control algorithm the BTS tries to perform a balancing of the
receivedsignal-to-interference ratio(SIR) of all users in the cell.

The performance of closed loop power control based on local SIR estimates
has been studied by several authors. In [14] an analytical model was constructed
containing an inner loop based on SIR processing and an outer loop based on
frame error performance. Simulation studies of single and multi-cell systems
were conducted in [1] and the dependence of signal and interference statistics
on step size and processing delays was examined. A similar approach was
taken in [2], where the impact of update rate, loop delay and vehicle speed on
the bit error performance was examined in simulations. The effects of power
control non-idealities on performance were investigated in [3] and [8].

The model proposed here is based on the one presented in [4] and is a Markov
state space representation of the closed loop power control which allows direct
computation of the statistics of the MS transmit power. We will investigate
how the power control loops affect the SIR and derive an expression for outage
probability. Furthermore, we will show the relationship between outage, which
is an event occurring at the BTS and the event of the mobile station exceeding
its maximum transmission power.

This paper is organized as follows. Section 2 gives an overview of the
closed loop power control which is implemented in the IS-95 system [11]. In
Section 3 we present the system parameters and Gaussian channel and derive
our analytical Markov chain model. Based on this model, we will discuss the
impacts of power control on outage probability in Section 4. This paper is
concluded in Section 5 by giving an outlook on future work.

2. MODEL OF THE IS-95 CDMA SYSTEM

In CDMA systems it is essential that all users are received with nearly equal
strength at the BTS in order to be demodulated and decoded correctly. To
overcome the near-far problem, several mechanisms to control the MS transmit
power take place in the IS-95 standard at the base and mobile stations.

In open looppower control the MS uses the received signal strength on
the forward link as estimation for the path loss and sets its transmit power
accordingly. Contrary to that,closed looppower control works in a tight
cooperation between mobile and base station to overcome fluctuations on the
traffic channel. The closed loop itself consists of aninner loopandouter loop.
Within the inner loop, the BTS continually monitors the link quality of the
reverse link in terms of received SIR and compares it with a certain threshold.
If the received value is too high, then the MS is told to decrease its power.
On the other hand, if it is too low, the link quality is not good enough and
a “power-up” command is sent. This power update is performed every 1.25
ms. The power control command itself consists of one bit of information that
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is multiplexed on the traffic channel after the convolutional encoding and is
therefore not error protected. The transmission of a single bit also results in
the fact that there are only commands for increasing or decreasing, but none
for maintaining a certain power level.

After every 16 such inner loop cycles, one frame has been transmitted and
the power control algorithm enters the outer loop. Its main goal is to maintain
an acceptableframe error rate(FER) by readjusting the SIR threshold of the
inner loop after every frame. The interaction between inner and outer loop is
illustrated in Fig. 1.
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Figure 1 CDMA reverse link closed loop power control

3. ANALYSIS OF CDMA POWER CONTROL

In this section we derive an analytical model of the reverse link power control
loops which will permit the computation of the transmit power of an arbitrary
MS. Our model is based on a Markov chain which is discrete in time (1.25ms
steps) and discrete in state space. In the IS-95 system, the MS transmit power
is limited to the range between -50 and 23dBmand the update step size is
1 dB. In the following, we will denote the mobile’s power with the variable
j = 0, . . . , J , whereJ is the total number of possible steps within the range
given above.

3.1 System Parameters and Gaussian Channel

Let an MS be located at a distancex from the BTS and̂S be its transmission
power at an observed time instant. On the path to the base station, the signal
power is being attenuated by propagation lossL(x) [9], shadow fading, and
multi-path fading and is received with powerT at the BTS. The received SIR is
given by the bit-energy-to-noise ratio (Eb/N0) denoted by the variableε. Note
that variables in linear space will be given asχ̂ which isχ = 10 log χ̂ in dB.
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ε̂ =
ĜsT̂

k−1∑
i=1

T̂iνi + N0W

(1)

The spreading gain of the system isĜs = W/R with a data bitrate ofR = 9.6
kbpsand frequency spectrum ofW = 1.25 Mhz. The termN0 is the thermal
noise power density. By introducingkpole = W/(Rmε̂ρ) + 1 as thepole
capacity[12] of the system for a mean SIRmε̂ we can eliminate the dependency
on the received power levelŝT and can rewrite Eqn. (1) as

ε̂ = Ĝs
ŜL̂(x)

N̂0

ϕ̂(k) ⇒ ε = Gs + S + L(x) + ϕ(k) − N0. (2)

The multi-access interference(MAI) induced by the other users in the same
cell is represented bŷϕ(k) = (kpole − k)/(kpole − 1) and is a function of the
number of usersk. If the system supports only a single user, the termϕ̂ will be
one and there will be no interference from other users. However, ifk is near
kpole then the MAI causes that the SIR approaches zero. Note that at this point
we don’t know the exact value ofmε̂. However, for our purposes it is sufficient
to assume a fixedkpole and observe the loading percentage of the cell.

We will use anAdditive White Gaussian Noise(AWGN) channel model
where the total attenuation caused by fading is considered to be an i.i.d. Gaus-
sian random variableC with meanµC and standard deviationσC . We can
write µC = Gs + L(x) + ϕ(k) − N0 in our case as the sum of all non-random
components of Eqn. (2). We can now expressε as the sum of the random
variablesS andC. In the following we will derive the distribution ofS.

3.2 Closed Loop Power Control

As mentioned in Section 2, the closed loop power control in IS-95 consists
of the interworking of inner and outer loop. The following section will describe
how both loops are taken into account in our model.

3.2.1 Inner Loop

In the inner loop the received SIR levelε is compared with the target threshold
θ of the outer loop whether to increase or decrease the signal strength. Thus,
the probability for a power-up command ispu = Pr(ε < θ).

Using the properties of the Gaussian distribution, the probability for a power
up commandpu under the condition that the MS is transmitting at power level
j and the outer loop threshold isi can be given as

pu(i, j) = Pr(C ≤ i − j|S = j, θ = i) =
1

2
+

1

2
erf

(
i − j − µC√

2σC

)
. (3)
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Since it is only possible to increase or decrease the power, the probability
for a power-down command ispd(i, j) = 1 − pu(i, j).

As previously mentioned, the power control command is transmitted un-
protected. We will therefore model the forward link channel as abinary
symmetrical channelwith a bit error probabilitypb. It is well known [15] that
the probability of bit error in a QPSK modulated channel can be approximated
by pb = 1

2 Q(
√

Eb/N0).

3.2.2 Outer Loop

The outer loop is performed after every frame, i.e., 16 inner loop cycles. Its
purpose is to update the SIR threshold to achieve an acceptable link quality
in terms of frame error rate. Whereas the inner loop is specified in IS-95, the
algorithm for the outer loop is up to the manufacturer. In the following we will
use a simple algorithm similar to the one presented in [10].

Let θ be the threshold level at a certain frame. If the frame is in error, the
threshold is increased byK dB, e.g.K = 5, otherwise it is decreased by 1dB.
The frame is considered to be in error if at least one bit in the frame is in error,
which can occur independently. Therefore, forN = 192 bits in a frame and
the bit error probabilitypb given above, the probability for increasing the SIR
threshold isqu(i) = 1 − (1 − pb(i))

N and for decreasing isqd(i) = 1 − qu(i).
It is assumed that the threshold will be limited by a maximum valueM .

3.2.3 Markov Chain Model

To model the power control loops we will use a Markov chain with two-
dimensional statess(i, j), i = 1, . . . ,M, j = 1, . . . , J . The first indexi
describes the SIR threshold value andj is the power level at which the MS is
transmitting. The state transitions to and from a states(i, j) of this Markov
Chain are illustrated in Fig. 2.

The power level will be increased and decreased withpu(i, j) andpd(i, j) in
Eqn. (3), respectively. Since the inner loop is performed more frequently than
the outer loop, where a threshold update is done every 16th cycle, the transitions
with the same SIR threshold are weighted with15

16 . The transitions froms(i, j)
to states with other thresholds must consider the probability for threshold
updatesqu(i) andqd(i). Therefore, the following transition probabilities are
used.

α(i, j) =
15 pu(i, j)

16
β(i, j) =

15 pd(i, j)

16
γ(i, j) =

pd(i, j) qd(i)

16

δ(i, j) =
pu(i, j) qd(i)

16
ξ(i, j) =

pd(i, j) qu(i)

16
ζ(i, j) =

pu(i, j) qu(i)

16

Note that special care has to be taken at the range boundaries fori ∈ {0,M}
andj ∈ {0, J}. We can now order all probabilities in a transition probability
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matrixP, see Eqn. (4).

K−1︷ ︸︸ ︷

P =




A0 + B0 0 · · · 0 C0

B1 A1 C1

. . . . . . .. .
BM−K AM−K · · · CM−K

. . . . . .
...

BM−1 AM−1 CM−1

BM AM + CM




(4)

The matricesAi, Bi, andCi can be given in the following way. If we define a
matrixPi, i = 1, . . . ,M , by

Pi =




pd(i, 0) pu(i, 0)
pd(i, 1) pu(i, 1)

. .. . . .
pd(i, J − 1) pu(i, J − 1)

pd(i, J) pu(i, J)




thenAi = 15
16 Pi, Bi = qd(i)

16 Pi, andCi = qu(i)
16 Pi. With Eqn. (4) it is now

possible to compute the equilibrium state distributions(i, j). The stationary
MS power distribution can be derived by the sum of all states with common
second index and the distribution of the outer loop threshold by summation of
the states with common first index, see Eqn. (5).

(i,j)β

ζ(i-K,j-1) (i-K,j+1)ξ

i+K,j-1

i+1,j-1

i,j-1

i-1,j-1

i-K,j-1

i+K,j

i+1,j

i,j

i-1,j

i-K,j

i+K,j+1

i+1,j+1

i,j+1

i,j+1

i-K,j+1

α(i,j)(i,j-1)α
β(i,j+1)

(i+1,j-1)

(i,j) (i,j)δγ

(i+1,j+1)

(i,j)(i,j)

δ γ

ζξ

Figure 2 Markov Chain state transitions
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Pr(S = j) = s(j) =
M∑

i=0

s(i, j) and Pr(θ = i) =
J∑

j=0

s(i, j) (5)

Figure 3 depicts the complementary cumulative distribution function (CDF)
of the MS transmit power withk = 15 users in the cell and the observed user at
a distance ofx = 2000 m from the BTS. It can be seen that when the channel
gets worse, a higher transmit power is required.

We have performed computations of the mean and standard deviation of
the random variableS for varying parametersk and x. It could be seen
that variations of the traffic load had almost no impact on the statistics ofS.
However, the distance plays an important role on the transmit power. Fig. 4
shows that there is a logarithmic relationship between the mean transmit power
E[S] and the distance due to path loss. The standard deviation decreases with
growing distance, since the MS will be transmitting almost deterministically
with maximum power at the cell boundaries.

4. IMPACTS OF POWER CONTROL ON OUTAGE

So far we have derived an expression for the transmit power of the MS at a
distancex from the base station andk other users in the cell. We will now use
this description to analyze the performance of the system by investigating the
effects of these two parameters on the probability of outage.
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4.1 Outage Condition

The probability of outage is an important performance measure in a CDMA
system [12, 13]. It is defined as the probability that the SIR of a user lies below
a minimum requirement thresholdε? for a certain amount of time, usually a
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few frames. Since the time scale is such small (about 100ms), it is assumed
that the dynamics of the spatial user distribution can be neglected. The SIR is
measured at the BTS, making outage an event occurring at the receiver, i.e.,
Pout = Pr(ε < ε?).

In Section 3.2 we described the variableε as the sum ofS andC. With the
MS transmit power in Eqn. (5) andC being Gaussian, both distributions are
now known. The distribution ofε can be computed in this case by using the
total probability law and conditioning the transmit power for a fixed channel
gain.

The resulting SIR distribution has the shape of a Gaussian distribution, a fact
which has also been confirmed by simulation and empirical results [14]. For
our purpose of determining the outage probability, the CDF of the SIR is more
useful. For a certain minimum required link quality given byε?, we can find
the corresponding probabilities to be below this level. In the same way, we can
give the minimal SIR requirement for a maximum allowable outage probability
(Fig. 5).

Since the distribution ofε still has the two parametersx and k, we have
investigated the dependence on these two values. Figure 6 shows the variations
of the mean and standard deviation ofε as function of the distance. It can be
seen that for distances less than 4km the power control can keep the mean
and standard deviation at nearly equal levels. With greater distance, however,
the mean decreases due to path loss. The inability of the power control loops
at this distance causes also that the standard deviation of the SIR increases
at greater distances. Users at the cell boundaries will therefore experience a
higher outage probability than users in the cell. Note also that up to about 4km
the load of the cell does not influence the distribution of SIR. Therefore, for an
examination of outage probability the distribution of the users is only of minor
importance.
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4.2 Probability of Exceeding the Transmit Power Range

Another term often used to describe outage probability is the probability of
the MS exceeding its dynamic range since this will be the obvious cause for
not being able to fulfill the SIR requirements [7, 12].

We obtainPRE from our Markov chain model from the probability of power-
up under the condition of transmitting at maximum power levelJ , i.e.,

PRE = Pr(S > Smax) =

M∑

i=0

(α(i, J) + δ(i, J) + ζ(i, J)) Pr(θ = i) .

Figure 7 shows both interpretations of outage probability. The curve computed
for Pout is as expected almost independent of the distancex up to about 4km.
Then it increases due to the higher propagation loss. The threshold value in
this case was selected asε? = 6 dBwhich corresponds to a maximum tolerable
FER. Furthermore, we have also plotted the probabilities for exceeding the
dynamic range of the mobile transmitter. It can be seen that for increasing
cell load both curves have a similar shape. However, the range exceeding
probabilityPRE always overestimatesPout by a magnitude.

5. CONCLUSION AND OUTLOOK

In this paper we have presented a simple analytical model for the closed loop
power control in a CDMA system. With our model, we obtain the distribution
of the transmit power of the MS, as well as the SIR received at the base station
from this mobile. We have shown that the power control algorithm currently
implemented in the IS-95 system is robust enough to overcome the near-far
problem and fluctuations in cell traffic. Furthermore, the often used relation-
ship between the probability of exceeding the MS transmit power and outage
probability cannot be confirmed. However, both probabilities are functions of
the transmit power, which is dependent on the distance of the MS to the base
station and only to some extent by the number of users in the cell.

We have also seen that the examination of outage is quite straightforward
in the stationary case. However, when observing the temporal fluctuations of
the channel by considering a correlated fading channel, the computation of
the power control loops will become a challenging task. Some research has
already been done on the outage characterization over time [5, 6]. In future
work we will extend our model to include the temporal behavior of the channel,
as well as examine power control in a multi-cell environment with soft-handoff.
The performance analysis of CDMA systems becomes especially important,
as future generation W-CDMA systems like UMTS will have a power control
mechanism very similar to the one described in this paper.
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