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Abstract—Mobile devices, in particular smartphones, are bat-
tery powered. As their small size limits their energy capacity,
an intelligent and energy-saving use of resources is crucial
for the mobile user experience. Especially energy saving while
sending and receiving data becomes important due to the always-
on nature of smartphones. One solution for a sophisticated
resource usage in wireless access networks is to tailor resource
management to applications. The advantage of such mechanisms
is to be able to address both the perceived quality of the users
and the energy consumption of mobile devices at the same time.
We propose several traffic scheduling algorithms for HTTP file
download in wireless networks based on this application-aware
paradigm. The core idea is to use download scheduling that
avoids parallel transmissions and, in contrast, favors sequential
transmission. We have implemented and measured the algorithms
in a wireless mesh network. The evaluation results quantify the
gain of an application-aware resource management with respect
to quality of experience and energy consumption.

Index Terms—Quality of Experience, Access Networks,
Application-aware Resource Management, Traffic Prioritization

I. INTRODUCTION

Huge efforts are undertaken to save energy at the terminal
in today’s mobile networks. Cell phones and smartphones are
getting smaller while offering an increasing number of fea-
tures. Quad-core CPUs and high resolution displays are typical
features, so that one can go online with the smartphone as with
a desktop computer and can retrieve news and messages at
any time. These technical innovations tacitly assume that the
battery has enough capacity to power the smartphones several
days without recharging.

One indispensable rule for manufacturers of new mobile
phones is today: the smartphone’s central or graphic pro-
cessing unit (CPU or GPU) must have decreasing power
consumption and increasing performance per watt [1]. Taking
the energy consumption profile of smartphones into account, it
can be observed, however, that most energy is consumed while
sending and receiving data over the network. It is shown that
WiFi approximately uses 7 times more energy than CPU and
RAM, and GSM about 6 times more [2]. Consequently, several
new approaches attempting to save energy in the network by
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exploiting intelligent mechanisms are proposed [3]–[6] (see
Section II).

The smartphones’ energy consumption may also benefit
from new resource management approaches that are deployed
in the network. Emerging mechanisms such as discontinu-
ous reception and transmission (DRX/DTX) of HSPA+ in
3GPP [6], [7] enable the network to influence the smartphones’
energy consumption. The network determines time intervals
where no data is send to a smartphone and, thus, the smart-
phone can enter a power saving state. The combination of both
network resource management and emerging mechanisms such
as DRX/DTX opens new possibilities to save energy at the
terminal.

We investigate mechanisms to reduce the download time
of multiple mobile users in wireless environments in this
paper. Despite file downloads from applications like Dropbox
or Picasa, this also includes software updates which may be
automatically triggered by installed applications. The idea is
to avoid long parallel downloads, and to allow consecutive
short downloads with high data rate. This concept is related
to approaches from process scheduling in operating systems.
It addresses the trade-off in terms of waiting time and overall
processing time in case of scheduling processes either parallel
or sequentially. Accordingly, we try to avoid the parallel usage
of network resources by different devices, where all devices
consume energy. This is done by throttling all downloads
despite a single one that consequently downloads faster. In
our study we answer the research question whether such a
mechanism is able to reduce the overall energy consumption.
In addition, we investigate how much energy savings may be
achieved by making a smartphone sleep and waking it up when
it is scheduled to download.

This paper presents three different download scheduling
algorithms and shows by means of practical measurements
how they affect the user. It first introduces the basic idea
of all algorithms and outlines the algorithms more in detail
in Section III. In Section IV, the evaluation setup and the
performance metrics are introduced. In Section V, we present
the results of the performance evaluation of the proposed
algorithms in terms of download times, discuss their impact
on the user perceived quality and elaborate their influence on
the energy consumption. An implementation of the algorithms
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in a cellular network is introduced in Section VI and, finally,
we draw conclusion in Section VII.

II. CURRENT STATE OF THE ART

Research on energy consumption on mobile devices can be
divided into two distinct areas. There are approaches to reduce
the energy consumption of the hardware [1], [5], [8] and to
control energy-intensive operations at the smartphone such as
transmitting data [6], [7], [9]–[11].

Multi-core CPUs are highlighted in order to save energy
on mobile phones in [1]. The authors of [5] propose to save
energy within the hardware by using an adjustable power
management with a hierarchical cascaded power gating at the
integrated circuits.

In contrast, approaches such as DRX/DTX try to control
energy-intensive operations. DRX/DTX [6], [7] addresses the
problem that applications do not just download data and then
go offline, but stay online for a longer period of time. In mobile
networks, this means that the mobile phone stays connected
which consumes a lot of energy. With DRX, the mobile can
go into power saving states regularly. Thus, it is able to remain
online at relatively low power consumption for a longer time.

Another approach proposed in the literature is to save energy
by switching the current transmission technology to a more
energy efficient one. Mobile networks are more widespread
than WiFi networks, but require more energy for data trans-
mission [12]. Therefore, delaying transmission until WiFi is
available provides opportunities to save energy. The authors
of [11] examine such impact of data offloading to WiFi
networks with respect to energy consumption.

Further, there are approaches addressing the scheduling at
the base station. A study about minimal transmission power
for uplink systems of LTE is done in [9] . In contrast, an
efficient scheduling is proposed to reduce the energy con-
sumption of the base station in [10]. Both approaches make
use of a special scheduling to save energy, which is similar
in the implementation to our approach. However, they focus
only on intelligent adjustment of transmission power without
considering application information.

III. SCENARIO AND ALGORITHM DEFINITION

We define the scenario for which we have designed our
new application-aware resource management algorithms first.
Secondly, we outline the new algorithms in more detail.

A. Scenario and Basic Idea

In the investigated scenario, n users, n ∈ N, perform
k downloads, k ∈ N, in a wireless environment. All users share
one limited network resource, e.g. the data rate available in the
wireless environment. According to a resource management
algorithm, the available network resource is shared among the
users, i.e., among the network flows fk with k ∈ N, where k
belongs to a download. In particular, a resource management
algorithm decides which data that belongs to flow fk of all
users n is transmitted. In our approach, the network resource
allocation of the flows is done according to an algorithm

100 %

50 %

0 %

Li
n

k 
u

ti
liz

at
io

n

Download 1

Download 2

Download 3

A
rr

iv
al

P
ro

ce
ss D1 D2 D3

0 1 2 3 4 5 6 7 8 9

100 %

50 %

0 %

Time [s]

Case 1: 
Without 

Scheduling

Case 2:
First Come 
First Serve

Fig. 1. Download process with and without a scheduling strategy.

dependent ordering metric O. Traditionally, wireless resource
management mechanism deploy proportional fair scheduling
mechanisms.

Before describing our proposed algorithms more in detail,
we explain their idea. Figure 1 illustrates two approaches to
allocate a network resource to multiple users performing a
download. Three downloads are arriving sequentially at time
0, time 1, and time 2. The first case illustrates the traditional
approach with fairness on flow level. Due to the limited
knowledge about the connections, e.g. the type of data that
has to be transmitted, it allocates the available capacity equally
between all network users. As we can see in the first time-slot,
Download 1 receives the full capacity, in the second time-slot,
the capacity is divided between Download 1 and 2, and in
the third time-slot, all downloads share the capacity fairly.
In terms of overall waiting and processing time, however, a
task may benefit from a sequential allocation of the resource,
as typically done in process scheduling. As illustrated in
the second case, the downloads are scheduled sequentially
according to the first come first serve principle. This decreases
the average download time for the presented example from
7.7 seconds for the traditional case to 5.7 seconds for the
sequential case. In addition, preferring small files over big
files may additionally reduce the average download time, i.e.
the sum of waiting time and loading time, of all download
users. However, as this is only a special case, the general
performance is evaluated in Section V.

B. Algorithms

In the following, we introduce three download scheduling
algorithms and discuss their trade-offs.

1) First-Come First-Serve (FCFS): Let Ak be the arrival
timestamp of flow fk, then, all network resources are allocated
according to

OFCFS = Ak .

2) Shortest File Size First (SFF): Let Qk be the amount of
download data that is requested in the HTTP header, then, the
available network resources are scheduled according to metric

OSFF = Qk .



3) Shortest Remaining File Size First (SRFF): Let t be the
update time of all downloads. At each time t the network
resources are ordered according to Qk−Fk that indicates how
much data has already been downloaded:

OSRFF = Qk − Fk .

Fk is the amount of already loaded bytes and is updated
each t by setting Fk = fkt with fkt equal to the already
downloaded data of download flow fk. It has to be noted that
the update time can occur periodically or can be triggered by
the downloads in a reactive manner. More information about
the implementation issues of the update time t is given in
Section IV.

The FCFS is a non-preemptive download scheduler that has
the lowest implementation complexity. Here, the scheduling
depends only on the time at which the downloads are re-
quested. As soon as a download finishes, FCFS schedules
the download with the oldest request time next. However, the
FCFS may prefer one big file over multiple small files, which
is not optimal. A resource management algorithm should
schedule all downloads sequentially based on their file size or
even their remaining file size, which has already been proofed
to be optimal for processes [13]. The information about the
file sizes have to be detected in case of the non-preemptive
SFF download scheduler. When a download finishes, SFF
schedules the download with the smallest file size next. The
SRFF is a preemptive download scheduler that has the highest
complexity. It always needs the information about the current
state of all downloads. To provide this information, the already
downloaded bytes have to be extracted from the downloads
steadily. Based on this information, the SRFF interrupts the
currently scheduled download and always allocates the net-
work resources to the download with smallest remaining file
size.

In order to avoid the starvation of downloads, we further
recommend to reserve a minimum bandwidth for each down-
load.

IV. EVALUATION SETUP AND PERFORMANCE METRICS

In this section, we provide further details about the evalua-
tion setup and the performance metrics we use to evaluate the
three algorithms.

A. Evaluation Setup

The proposed algorithms depend on information about the
downloads that are active in the network. Application detec-
tion, i.e., the detection of download parameters, could be done
by inspecting packet headers. If an HTTP header has been
detected, further parameters are extracted by pattern matching
according to the chosen algorithm [14]. An alternative ap-
proach could be direct signaling of the relevant parameters
by the application. A user terminal program directly reads
out the required parameters and signals them to a network
proxy, which avoids the packet inspection in the network. In
our experiments, we rely on the fact that we have access
to the terminals. Instead of packet inspection, we install

a program called download monitor on the terminals that
directly provides the network with the necessary information.
The download monitor sends these information about the
downloads to the network to provide the resource management
mechanisms with the download information in a reactive
manner. Detailed information about the frequency of sending
updates are implementation specific and out of scope of this
work. However, it might affect the performance and needs
further investigation in future work.

The study is carried out in a Wireless Mesh Network
(WMN) as an experimental evaluation in an LTE network is
practically not feasible. The WMN consists of one wireless
access point granting access for the mobile user devices and
one mesh node connecting the access point to the WMN’s
Internet gateway. The mobile users are requesting files with
different sizes from a server located in the Internet. The
download monitor on the mobile devices is extracting and
sending information about the users’ file downloads to a
resource manager running on the access point. Based on
the information about all current file downloads, a download
algorithm specifies the data rate allocation for the network
flows, i.e., it may delay flows of specific users.

B. Performance Metrics: QoE Model and Energy Consump-
tion

This section specifies both, a model for user satisfaction as
well as a model for energy consumption.

1) QoE of HTTP Downloads, Waiting Times: According
to [15], the download time has a big impact on the QoE
of a user. The following function describes the relationship
between download time and QoE for downloads of a file size
of 10MB.

UQoE = −1.68 ln(dL) + 9.61 (1)

UQoE is the estimated mean opinion score (MOS) for one user
and dL is the perceived download time, i.e. the waiting time
plus the loading time.

2) Energy Consumption: One model for each technology,
i.e., LTE, 3G and WiFi, is provided in [12] to calculate
the energy consumption respectively. Let tu be the uplink
throughput in [Mbps] and td the downlink throughput in
[Mbps], then power P is:

P = αutu + αdtd + β (2)

Here, αu, αd and β are set according to the technology, i.e.
LTE, 3G and WiFi.

Figure 2 shows the power needed in [mW] depending on
the data rate in [Mbps] of the uplink and the downlink for
all technologies. In case of a data rate of 0Mbps, a mobile
device already consumes energy. It is the amount of power
consumed in idle mode. In case of WiFi, the amount of
minimum consumed power is 190mW. It can be observed
that the gap between the download and the uplink power
consumption is much smaller than in the case of LTE. The
minimum consumed power for 3G is 810mW. In general,
LTE provides the highest data rate which is necessary for the
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Fig. 2. Power Model for 3G, LTE and WiFi [12].

emerging high quality applications. However, it also consumes
the most power compared to 3G and WiFi.

V. EVALUATION

This section evaluates the performance of the application-
aware scheduling for file downloads in terms of download time
and energy consumption in a WMN. The overall goal is to
decrease a file’s download time to meet quality of experience
expectations. We then show how the scheduling can also be
used to reduce the energy consumption. Finally, we show
a calculation based estimation of how this may reduce the
energy consumption for different wireless technologies. In all
scenarios, the results of the algorithms are compared to a setup
without any resource management (NoRM). The total available
data rate of the WMN is limited to 3 Mbps.

A. Influence of file size
The file size may have an impact on the effectiveness

of the download algorithms. The influence of signaling and
determination of the additional download information can
diminish the benefit of the algorithms for small files. In other
words, the file download has already been completed before
scheduling becomes effective.

The study is performed 200 times for 5 users. The aver-
age download time increases linearly for larger file sizes as
illustrated by the dashed lines in Figure 3. The gradient in
case of NoRM is larger than the gradient of the FCFS. In
case of NoRM, parallel running downloads are increasing the
average download time. For a file size of 1MB, however, the
mean of the download time converges. The additional effort
to determine the download parameters diminish the benefit of
the algorithms. As a consequence, we use file sizes between
3MB and 6MB to show the benefit of our algorithms in more
detail.
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B. Impact on the Download Time

As a proof of concept for all algorithms, we let five users
download the same 5MB file. The inter-arrival time between
the file requests is fixed for 100 runs. Figure 4(a) shows the
CDF of the download time d for all users of all runs. All
download users need less download time than in the NoRM
case. Further, as the number of users and the inter-arrival time
is fixed, the CDFs proceed in steps. As there is no difference
in the file size and also in the remaining file size, FCFS, SFF
and SRFF have the same effect. More precisely, by improving
the download time for a part of the downloads the average
download time can be decreased.

In another setup, we investigate the behavior of the algo-
rithms for different file sizes. The users are now downloading
3MB and 6MB files. The inter-arrival time is again fixed.
Figure 4(b) shows that 75% of the measured download times
range from 44 − 80 seconds in case of NoRM. The FCFS
decreases the download time of all downloads compared to
the default case. Furthermore, the SRFF and the SFF perform
similar during all runs due to the fixed inter-arrival time. We
can conclude that the SFF and the SRFF improve the download
time in case of different file sizes compared to the FCFS.

In the third setup, we examine the impact of the al-
gorithms for more occasional events. The inter-arrival time
for all download users is exponentially distributed with a
mean of 5 seconds. The investigated file sizes are 3MB
and 6MB. Figure 4(c) illustrates again that active scheduling
improves the overall network performance. The SRFF shows
the best performance in terms of download time. Based on the
knowledge about the currently smallest remaining file size, it
schedules the download that promises the fastest delivery. We
conclude that users benefit most from the SRFF and the SFF,
whereas the performance of the FCFS may degrade for a big
variance of the downloads’ file sizes.

C. Impact on the Power Consumption

As the relation between the energy consumption and the
download time is linear according to Equation 2 given in
Section IV-B, the energy consumption can be derived from
the corresponding download time. Particularly the WiFi energy
consumption model is investigated in the following. Figure 5
shows the boxplots for all previous setups. The energy con-
sumption is given in Joule [J].

As we can see in Figure 5(a), no value is smaller than 9 J and
50% of all values lie between 13 J and 14 J in the NoRM case.
For the proposed algorithms, 50% of all values lie between
10 J and 13 J. The spread of the algorithms ranges from 7 J
to 18 J. This shows that the energy consumption could not be
reduced for all file downloads. More precisely, the algorithms
only improve the consumption of a part of all devices and
therefore they decrease the average energy consumption.

As we can see in Figure 5(b), the schedulers decrease the
average energy consumption compared to the NoRM case.
The SFF and the SRFF moreover decrease the average energy
consumption compared to the FCFS. The NoRM case shows
an energy consumption ranging from 9 J to 16 J for 50% of the
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Fig. 5. Boxplots for different download scenarios.

devices. For the FCFS, the energy consumption ranges from 9 J
to 14 J for 50% of the devices. This is furthermore improved
by the SFF and the SRFF, where 50% of all observed values
lie between 5 J and 15 J. To sum up, the additional knowledge
about the download parameters decreases the energy consump-
tion of the devices on average.

Finally, Figure 5(c) confirms that the average consumed
energy decreases with more knowledge about the download
files. We conclude again that users benefit most from the
SRFF and the SFF, whereas the performance of the FCFS
may degrade for a variance of the downloads’ file sizes.

D. Power Consumption for Different Wireless Technologies

After investigating the WiFi power consumption, we com-
pare the results of the occasional scenario for different wireless
technologies in the following. Figure 6 shows the power
consumption for NoRM, FCFS, SFF and SRFF in case of
random inter-arrival times and different file sizes. In general,
the gain is the largest in LTE because LTE uses the most
energy in absolute terms. Also for 3G, all algorithms decrease
the consumed energy compared to the NoRM case. However,
in case of WiFi, the performance improvement and the energy
consumption is smaller since WiFi overall consumes less
energy. Thus, we conclude that LTE and 3G users will benefit
most from an active application-specific resource management.
This emphasizes that cellular networks may benefit from
performing our approaches for example at the base stations.

E. Enable/Disable Idle Option - A Possible Improvement

As described in the introduction, a convenient approach for
saving energy is the mechanism of smartphones to be able to
temporarily suspend their transmission. Therefore, we consider
theoretically how high the savings in energy would be if the

mobile phone is able to go idle. As we only want to highlight
the possible benefits of algorithms that avoid parallel data
transmissions, we only investigate the results for NoRM and
FCFS. Figure 7 shows two CDFs for the energy consumption
for the NoRM, for the FCFS without the idle option, and for
the FCFS with an enabled idle option. The FCFS without the
idle option reduces the overall power consumption compared
to the NoRM in the equal file size and the different file size
scenario. However, the FCFS with an enabled idle option
outperforms both the FCFS and the NoRM mechanism. Here,
the mobile devices are only activated as long as they are
downloading a file. In the lower figure, we can also see the
effect of different file sizes. The step behavior is the result of
energy consumed by the mobile devices for the 3MB and the
6MB files.

VI. IMPLEMENTATION WITHIN A CELLULAR NETWORK

Packet scheduling in a 4th generation OFDMA-based mobile
communication network is concerned with the resource allo-
cation such that a system utility function is optimized [16].
Such a utility function could be enhanced to take application
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information into account. Figure 8 shows the system model of
the OFDMA scheduling architecture.

The download scheduling should run in addition to a ”tra-
ditional” packet scheduling mechanism that relies on typical
radio performance indicators. Thus, the scheduling does not
interfere with other mechanisms as long as no HTTP download
is done. The application information determination could be
done by inspecting packet headers. Accordingly, the appro-
priate scheduling mechansims can be utilized with respect
to the available information. Similar scheduler extensions
aiming at improving the QoE are discussed within the 3GPP
specification on user plane congestion management (UPCON)
[17].
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Fig. 8. System model of OFDMA scheduling architecture.

VII. CONCLUSION

Reducing the power consumption becomes a new impor-
tant topic next to the goal of increasing the user perceived
quality in today’s wireless access networks. In this paper,
we proposed new algorithms for scheduling file downloads
of mobile users in wireless communication networks. Taking
application-specific information into account, the algorithms
schedule downloads sequentially in order to avoid the parallel
and competitive resource usage of multiple users. Thereby, the
scheduling decreases the energy consumption and the average
downloading times of the mobile devices. Although the overall
download times do not increase significantly, waiting times are
introduced. The algorithms were implemented and evaluated
in a wireless mesh network. The measurement results show

how the scheduling affects the download time and the energy
consumption for different scenarios. As the algorithms do not
increase the total available capacity of the access network, they
have the potential to improve the situation for a subset of the
users and, thereby, the average perceived quality and energy
consumption of all users. Future work will apply models from
queueing theory for sequential and parallel processing. This
would enable a deep evaluation of different scenarios and
allow to explore the impact of varying input parameters like
file size distributions, inter arrival times and loads on the
presented system.
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