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ABSTRACT

This paper describesthe architectureof an ATM schedulerthat performs cell spacingand respects
additional time constraints. The scalabletiming mechanismallows for real-time executionevenin
presencef many ATM virtual channelconnections.The algorithm is suitedasreferencefor special
purposeimplementationsand the coreideacanbe adaptedfor schedulingproblemsin IP networks.
In particular, a schedulingalgorithm for an AAL2/ATM multiplexing deviceis presented.

1. Intr oduction

The 3rd GenerationPartnershipProject (3GPP)is the
standardizationbody for the future Universal Mobile
Telecommunicatio®ystem(UMTS). UMTS will support
low-bitratereal-timeservicedik e voice, circuit switched
data,andpaclet switcheddatato enablemultimediacon-
ferencesfor wirelessclients. 3GPP suggestthe Asyn-
chronousTransferMode (ATM) asthetransmissiortech-
nology for the UMTS terrestrial radio accessnetwork
(UTRAN) [1, 2, 3] andits usein the corenetwork is also
discussedd].

In the UTRAN, thetraffic is oftentransportedver ex-
pensve leasedinesandthe operatorof mobile networks
try to utilize themasefficiently aspossible ATM cellsof-
fer afixed payloaddataunit (PDU) of 48 bytes.In caseof
compressedoice, packets have an averagepayloadsize
of only 20 bytes,whichyieldsalow bandwidthutilization
of about40%. To overcomethis problemfor low-bitrate
data,the ATM AdaptationLayer Type 2 (AAL2) [5] is
used:Severalsmallsizedpacletsaremultiplexedinto the
PDU of asingleATM cell, whichleadsto a cell utilization
of almost100% (6, 7, 8]. An overvien of AAL2/ATM
switchingtechnologyis givenin [9, 10]. Furtherperfor
mancestudiesfor AAL2 areaddresseth [11, 12].

The AAL2/ATM protocol suite is mandatoryin the
first and secondreleaseof UMTS andmay be appliedto
both the accessand the core network. Hence,vendors
are forcedto offer AAL2/ATM transmissionequipment.
However, theschedulingn themultiplexing devicesis not
trivial. Packetsaredelayednvhenthey aremultiplexedinto
an ATM cell using AAL2 and a timer limits the multi-

plexing interval. An ATM cell is readyfor transmission
if it is filled or if its timer hasexpired. ATM cells of
the sameATM connectiorrequirea certaininter-cell dis-
tanceaccordingto the ATM traffic contract. In addition,
mary ATM connectionccomposean ATM pipe. Hence,
the schedulerhasto respecttime constraintsfor AAL2
multiplexing, ATM cell spacing,and ATM multiplexing.
Thisis depictedn Figurel.
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Figurel: Functionaldescriptionof anAAL2/ATM scheduler

ATM cells arealsodelayedby ATM cell spacingand
ATM multiplexing. We take advantageof thatfactby im-
plementingthe threetasksin a single control unit. So,
AAL2 multiplexing canstill beperformedduringthe ATM
cell spacingime andATM multiplexing time. Thisyields
abetteroverall performancef thesystem[13]. Thealgo-
rithm mustexecutewithin thetime of a single ATM cell
cycle becausdhe schedulerunsin real-time. Moreover,
the runtimeof the algorithmmay not exceedthe duration
of a cell cycle regardlesof how mary ATM connections
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aresened.

This papergives a modular descriptionfor an ATM
schedulemwith atiming systemsuchthatits runtimeis in-
dependentf thenumberof senedATM connectionsFur-
thermorethe scheduleincorporates distributedspacing
algorithm.We call it the STRSSchedulebecauséts run-
time scaleswell with the numberof ATM connectionsit
hasatiming mechanismthetimerscanberesetandATM
cell spacingcan be performed. We enhancethe STRS
Schedulerto performthe abore mentionedAAL2/ATM
schedulingtasks. The conceptof the STRS Scheduler
canbereusedor the designof otherATM andIP paclet
schedulingnechanisms.

The paperis organizedas follows. In Section 2,
ATM and AAL2 are presentecand requirementdor the
AAL2/ATM schedulingmechanismare derived. Section
3 describesa scalabletiming system,a distributed spac-
ing algorithm, as well asthe overall architectureof the
STRSSchedulerSectiord illustratestheuseof the STRS
Scheduleby customizingt for AAL2/ATM multiplexing.
Thelastsectionrsummarizeshework andgivesanoutlook
onfurtherextensions.

2. Low-Bitrate Real-Time Multiplexing in
ATM Networks

In this section,we describethe UTRAN as a scenario
where low-bitrate real-time traffic prevails. We give a
shortintroductionto ATM and explain how AAL2 im-

provesthe utilization of the network resources.Finally,

we outline the requirementdor an AAL2/ATM schedul-
ing algorithm.

2.1. UMTS Terrestrial Radio AccessNetwork

In UMTS, a mobile handsetcommunicatesver the air
interface with a base station, called NodeB, which is
driven by the radio network controller (RNC). The data
travel over the RNC to the UMTS mobile switchingcen-
ter (UMSC) andareforwardedfrom thereeitherinto the
UMTS corenetwork or into thepublic switchedtelephone
network (PSTN). If possible,the mobile transmitsdata
over the wirelesslink to up to threeNodeBs,simultane-
ously This is called macro-dversity and helpsto im-
prove the transmissiomuality in widebandCDMA sys-
tems. The dataarrive via the correspondinglrift-RNCs
(D-RNC) at the serving-RNC(S-RNC) where upstream
signalsarecombined,i.e., the bestpaclet is chosenand
downstreamdataare multicast(Figure 2). The different
legsof macro-dversityneecdto senddatasynchronouslyo
the mobile terminal, therefore even paclet switcheddata
have real-timeconstraintan the UTRAN. The bitrate of
thetraffic streamgangedrom 7.6 kbpsfor voiceupto 64
kbpsfor CSdata.Hence mostlylow-bitratereal-timetraf-
fic is transportedn the UTRAN, soit makessenseo em-
ploy techniquego improvethe utilization of theresources
in thewireline partof the network.

Backbone

Figure2: Macro-diersityin UMTS.

2.2. AsynchronousTransfer Mode

ATM networks are paclet switchedand connectionori-
ented.Thebasictransportatiorunitsarecellswith afixed
PDU of 48 bytesanda 5 bytesprotocolheader

The connectionsare virtual, i.e., the bandwidth is
sharedamongdifferentATM virtual channelconnections
(VCCs)by asynchronoumultiplexing of cellsthatbelong
to differentVCCs. Thecellsof aVCC arenotassignedo
aspecifictime slotasin time divisionmultiplexing (TDM)
systemsthey areratherforwardedasthey arrive andcells
of differentVCCs contritute to a multiplexed ATM cell
streamin an ATM pipe. It is possiblethat more than
one ATM cell competefor the commonATM outletat a
time but only one can be admitted. Therefore,an ATM
cell schedulercontrolsthe ATM outletandassignssend-
ing permissionto the ATM VCCsandATM multiplexing
delayoccurs.

Forevery ATM VCC, anATM traffic contractis negoti-
ated.It containghedesiredquality of service(QoS)anda
traffic descriptor This informationis neededor theband-
width managemenin ATM switchesto offer real-time
guaranteesWhenan ATM VCC is connectedo a differ-
entnetwork, the ATM network policer controlsthe traffic
characteristic®f the ATM cell stream. Non-conforming
cellsareeitherimmediatelydiscardedr marked with the
celllosspriority (CLP)bit anddroppedaterin caseof net-
work congestionHence to meetthe ATM traffic contract
andto avoid cell lossedhy policing, the traffic sourcehas
to delaythe ATM cellssuchthatthetraffic descriptorsare
met. Thisis calledATM cell spacing.

2.3. ATM Adaptation Layer Type2

Datacompressiofbeforetransmissioris indispensabléor
wirelessapplicationdecausehewirelesscapacityis very
expensve. So, compressiorengineslike the the adap-
tive multi-rate (AMR) vocoderare employedin the mo-
bile terminalsof UMTS. Their output consistsof a pe-
riodic streamof compressedioice samplesof about20
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bytes. If they are carriedindividually in separateATM
cells, the bandwidthutilization by userdatais fairly low

(33342 = 37.7%) dueto wastedpayload.
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Figure3: The AAL2 protocol.

To overcomethis problem,AAL2 is concevedfor mul-
tiplexing severalpacletsinto oneATM cell. This pertains
to low-bitratereal-timetraffic in generakndis notlimited
to voice applications.Accordingto Figure 3, the paclets
areequippedwith a3 bytesheademhich carriesamongst
othersthe one octetconnectionidentifier (CID), andthe
lengthindicator (LI). Userto userinformation (UUI) al-
lows for inbandsignalingand headererror control infor-
mation (HEC) makes the protocol robust againstbit er
rors. The pacletsincludingthe AAL2 paclet headerare
calledcommonpartsublaye{CPS)paclets. The payload
of anATM cell usedfor AAL2 applicationbeginswith a
onebyte starterfield. It carriesan offsetfield (OSF)that
indicateswherethe next CPSpaclet starts. A sequence
number(SN) and a parity bit (P) protectthe headerin-
formation. Hence,47 bytesareleft for the commonpart
sublayemrotocoldataunit (CPS-PDU)of the AAL2 pro-
tocol. The CPSpacletsarecontiguouslyplacedoneafter
anotherinto the CPS-PDUand,if necessaryCPSpaclet
splitting over ATM cell boundariess performed.Because
of alimited CID sizeandsomeresenedvalues,only 248
differentconnectionsanbe differentiatedwithin a single
ATM connection.They arecalledAAL2 connectiongaind
their ensembleconstituteshe AAL2 path. This s illus-
tratedfor AAL2 trunkingin Figure4. Packetsfrom differ-
entconnectiongredelayecandaccommodateih asingle
ATM cell. This AAL2 multiplexing time is limited by a
timer commonusage sowe denotethe multiplexing time
by T CU. TheCID informationis storedn theswitchesof
thetrunkingendpointsandis usedfor AAL2 multiplexing
anddemultipleing.

If the AAL2 connection®of asingle AAL2 pathshare
only the next link, AAL2 switchingis necessary It is
a combinationof demultiplexiing the AAL2 paths, re-
groupingthe connectionsandmultiplexing theminto new
AAL2 paths. Suchan AAL2 switchingunit may be ap-
plied in UMTS network elementdike RNC and UMSC
or it may be even usedin a switching node within an
ATM/AAL2 backbonenetwork.

AAL2
Multiplexing

AAL2
Demultiplexing

AAL2
Connections

ATM VCC O
AAL2 Path

AAL2
Connections

000

B Connection
Identifier (CID)

Figure4: AAL2 trunking.

2.4. Requirementsfor an AAL2/ATM Scheduler

An AAL2/ATM transmissiorunit performsthe following
tasks. It multiplexes CPS paclets from different AAL2
connectiongsthat belongto the sameAAL2 pathinto a
commonAAL2 multiplexing queue.An ATM cell of the
corresponding/CC is senteitherif it is completelyfilled
or afterTC'U time. In addition,the traffic descriptorfor
the VCC must be respectedj.e., spacingmust be per
formed. Eventually mary VCCsfill the ATM pipe as
shovnin Figurel.

The AAL2 multiplexing time inducedby T'CU, the
ATM cell spacingtime and, finally, the ATM cell multi-
plexing time delaythe CPSpaclets. Traffic delayis not
desiredfor real-timedatabut in this case,it is necessary
for AAL2 multiplexing.

Both the spacingtime and the ATM cell multiplex-
ing time are unavoidable, however, they shouldalso be
exploited for AAL2 multiplexing [13]. Therefore,all
threefunctions- AAL2 multiplexing, ATM cell spacing,
and ATM multiplexing - shouldbe controlledby a single
AAL2/ATM scheduler

The systemtime of ATM devicesproceedsn discrete
time units, calledcell cycles,which correspondo the du-
ration of a cell in the switchingelement.This entailsthat
all operationstriggeredfor a specificcell cycle have to
be completedwithin thattime. Thus,anindispensablee-
guirementfor the ATM cell schedulingalgorithmis sim-
plicity to achievethisgoal. In particulat theruntimeof the
algorithmmustbeindependenof the numberof VCCsto
supportlarge switchingsystems.

3. The STRSScheduler

In this sectionwe presenthe STRSSchedulerThename
of the ATM scheduleistandsfor runtime scalability with
respecto thenumberof senedVCCs,for atiming mech-
anism,andfor timer resettingaswell for ATM cell spac-
ing capabilities. The schedulelis generic,i.e, it canbe
easilymodifiedbecausé hasasimpleandmodularstruc-
ture. The algorithmrelies on a scalabletiming mecha-
nism, called calendarthat managegdimersin a very effi-
cientway. We constructa distributedspacingalgorithmto
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computeATM cell spacing Finally, we describeheadap-
tationof thetiming mechanisnio ATM, thedatastructure
of the STRSSchedulerandtheprocedure& canperform.

3.1. A ScalableTiming Mechanism

Timers are usedto respecttime constraintsin technical
systems. A simple implementationis a counterthat is
decreaseavith time. However, the computingexpenses
for decreasin@ndcheckingcountergiselinearly with the
numberof usedtimers. Thisis prohibitivein real-timeap-
plicationswith mary timersbecausenly little CPUtime
canbe spentfor thattask. Therefore we needa scalable
mechanisnior thetimer management.

The calendaris the time referencemodel of the scal-
able timing mechanism. It is basedon a discretization
of time andthe metaphor‘day” is usedfor a basictime
unit. We countthe time, e.g., from systemstartandin-
troduceanabsolutedatewhichis anintegral multiple of a
day. For example,the datek correspondso time interval
[k - day; (k + 1) - day). Date variablesare marked un-
derlinedin the following. We definethe specialpurpose
variableT oday asthe presentate.lt is automaticallyin-
creasedy the systemassoonadayis over. Analogously
the variableTomorrow = Today + 1 givesthe dateof
thenext day.

The calendarconsistsof an array of K slotsthat are
numberedfrom 0 to K — 1. We definea mary-to-one
mappingfrom the time domainto the calendarslots us-
ing the modulofunction (slot = date mod K). Hence,
every dateis associatedvith a certaincalendarslot but
onecalendarslot mapsto mary dates.We definethatthe
calendasslotscorrespondo thedatesfrom T omorrow to
Today + K, i.e.,only thenext K future datesarerepre-
sentedn the calendar

Timers are associatedvith certaineventsthat are re-
cordedin calendarentries.They areregisteredin the cal-
endarfor date TimeUp when the timer expires. Con-
sequentlythe maximumtimer value mustnot exceed K
days. It is possiblethat mary timers expire at the same
date therefore we storea setof calendaentriesin a spe-
cific calendasslot.

It is importantthat an arbitrary calendarentry can be
removedfrom its setin afew hardwareclocks. Therefore,
we proposea doublelinked list asan implementationof
the calendarentry set. This datastructureis illustratedin
Figure 5. The numbersin the calendarentriesrelateto
somespecificevents. A calendarentry is equippedwith

null “
|‘_ 56 107

tail
— it

Figure5: Thedoublelinkedlist of calendaentries.

82

pointer are handlesto the beginning and the end of the
list. To markthe first andthe lastelementin thelist, the
correspondingrevious andnext pointervaluesarethe
terminatingconstantnull. Insertinga calendarentry is
almosttrivial andcanbeperformedn shorttime. Remor-
ing a given calendarentry from the list works asfollows.
Thenext pointerof thecalendaentryreferredby its own
previous pointerhasto beredirectedo thecalendaentry
referencedby its own next pointer Thesameholdsfor the
otherdirection. Thus,thisimplementatiorof theentry set
allows for insertinga calendarentry aswell asremoving
in asmallandconstanamountof time.

To seta timer, the calendarentry for the concerning
eventisinsertednto theentrysetin calendaslotTimeUp
mod K thatcorrespondso the expiration dateTimeUp
of thetimer. Thetimer canbe cancelledby removing its
entry from the respectie entry set. With a doublelinked
list, it is not necessaryo know the position of the entry
in the calendar A timer for an eventcanbe resetby re-
moving it from its setandinsertingit to anew one.At the
end of the presentday, the setof calendarentriesin slot
Tomorrow mod K is removedfrom the calendar The
timer for the associatedventshasexpired andthey are
preparedor execution.

Thestrengthof thecalendamechanisnis thatthenum-
ber of operationsin the calendaris independenbf the
numberof timers. Furthermoretheinsertroutineexecutes
in shortand constantime becausehe modulo operation
definegheslotwherethecalendaentryisinsertednto the
entryset. Thanksto theimplementatiorof theentrysetby
adoublelinkedlist, theremaoving of timersfrom the cal-
endaris easyandinexpensve. The restrictionof this ap-
proachis the discretizedtime axis. However, mary tech-
nical systemscantoleratethat and, therefore,this timer
managementramevork is widely applicable. It may be
usedfor schedulingmechanismén IP andATM systems
wheremary time constrainthave to berespected.

3.2. A Distrib uted SpacingAlgorithm

A network providing QoSto its customersieeddo house-
hold its resourcedik e bandwidthandbuffer spaceandhas
to carethat pacletsare not extensiely delayed. To real-
ize that, a traffic contractis negotiatedwherethe network
commitsa certainQoSandin turn, the customerdeclares
a traffic descriptor Packetsthat are not conformto this
declaratiormay be policed. Thetraffic characteristicare
oftengivenasa leaky or token bucket descriptionwith a
certainrateandbucketdepth[14, 15]. In thefollowing, we
illustratefirst the token bucket on the basisof the Generic
Cell RateAlgorithm (GC RA) thatis usedin ATM. Then,
we conceve a distributedspacingalgorithmthatproduces
aconformingATM cell stream.Thisis necessaryo avoid
lossegdueto policing.

In this section time is againcountedrom systenstart.
But now, we do not rely on integral time valueshbut on

aprevious andanext pointerthatrecallthe predecessor arbitrarily accurateaccounting.We mark thesetime vari-

andthe successoelementin thelist. A head anda tail

ablesby anglebraclets. The systemvariable(Now) tells
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thecurrenttime, i.e., the passedime sincesystemstart.

3.2.1. The Generic Cell Rate Algorithm

Whenan ATM VCC is establishedan ATM traffic con-
tractis negotiated. A PeakCell Rate(PCR) anda Cell
Delay Variation Tolerance(C' DV'T') aredeclaredfor the
servicecateggory ConstantBit Rate (CBR). The confor
manceof the ATM cell streamis controlledby policers
atthebordersof anATM network usingthe GC RA.

With every ATM VCC, avariable{(T AT is associated

thattells thetheoreticalarrival time for its next ATM cell.
Thisvariablemaybeinitialized with —oco. Algorithm 1 is
invokedwhenerer an ATM cell arrives. The arrival time
of anATM cell is givenby the systentime (Now). If an
ATM cell arrivesnot soonerthan(T AT') respectingsome
tolerancel (limit), the ATM cell is conformaccordingto
GCRA(I, L), otherwisenot. If the ATM cell is conform,
thevariable(T' AT') is updatedusingtheincrementl that
denotesmegotiatedinter-cell distanceof two consecutie
cells of a VCC. In IP networks, I is proportionalto the
respectie paclet length. If the ATM cell is sentearlier
than(T AT, thenew theoreticahrrivaltimeis (T AT) + I
to log theclaiming of thetoleranceL. Otherwiseijt is set
to (Now) + I.

which is analogougo (T'AT) in the GCRA. Initially,
(T'TT) may be alsosetto —oo. Whena sendingrequest
is made,the function Spacing Next computesthe next
transmissiortime (NTT') accordingo the GCRA(L, I).

3.3.1. The Update Algorithm SpacingU pdate

The function SpacingUpdate, givenin Algorithm 2, is

calledwhenanATM cell is sent. So, the variable{N ow)

containghesendingime of thelastATM cell. In casethat
the ATM cellwassentearlierthanthetheoreticatransmis-
siontime, the (T'T'T) is incrementedyy I. Otherwise,jt

is setto (Now) + I. In caseof servicecategory CBR,

the incrementcorrespondsgainto 554. Settingl = 0

suppresse8TM cell spacing.

Algorithm 1: GCRA.

Input:  Incrementl, Limit L
if (TAT) — L < (Now) then
enough
Con formance := true
if (Now) < (T'AT) then
than(T AT)}
(TAT) := (now >) + I
else {cell arriveslateror equalto (T'AT')}
(TAT) := (TAT) + I
endif
else {cell arrivestoo early}
Conformance := false
endif
Output:

{cell arrives late

{cell arrives earlier

Conformance

Algorithm 2: SpacingUpdate.

Input: 0
if (Now) < (T'TT) then
(TTT)}
(TTT) := (TTT) + I
else {cellwassentafterorat(T'TT)}
(TTT) := (Now) + I
endif
Output: 0

{cell was sendbefore

3.3. A Distrib uted SpacingAlgorithm

For servicecatggory CBR, the ATM cell streamhasto
complywith thenegotiatedPC R within acertainCDV'T.
It mustbe GCRA(1/PCR,CDVT) conform. To avoid
lossesdueto policing, the ATM traffic contracthasto be
respectedvhenan ATM cell streamis generated.To that
aim, a spacerdelaysthe ATM cell solong thatthey com-
ply with the ATM traffic contract. We presennow a dis-
tributed spacingalgorithmthat helpsgeneratingan ATM
cell streanthatis GCRA conform.

The algorithm relies on two functions. The function
SpacingUpdate is calledwhenan ATM cell is sentand
recordsthe next theoreticaltransmissiortime ((T'T'T)),

3.3.2. The Query Algorithm SpacingNext

WhenanATM cell is to be sentat a desiredtransmission
time(DT'T), the ATM traffic contracthasto berespected.
TheprocedureSpacingNext({(DTT)) in Algorithm 3 re-
turns the earliestcell cycle (NTT) whenthe cell is al-
lowedto besent.

If the cell wantsto be sentearlierthanthe theoretical
transmissiortime with sometoleranceL, it canbe only
sentattime (I'T'T) — L. Otherwise|t canbe sentat the
desiredtransmissiortime (DT'T'). In caseof servicecat-
egory CBR, thelimit L correspondagainto CDV'T.

Algorithm 3: SpacingNext.

Input:  DesiredTransmissioime (DTT)
if (DTT) < {(TTT)— Lthen {cellistobesenttoo
early}
(NTT) := (TTT) — L
else {cellistobesentlateenough
(NTT) := (DTT)
end if

Output:  Next TransmissiorTime (NT'T')

ProcedureSpacingU pdate recordghesendingime of
thelastcell of anATM VCC andprocedureéSpacing N ext
is asledto find the next transmissiortime (NT'T") when
a certaindesiredtransmissiortime (DT'T) is requested.
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The procedureSpacing Next usesthe theoreticaltrans-
missiontime (T'T'T") which s only correctif the previous
cell is alreadysentandthe function SpacingUpdate has
beencalled. If only onetransmissionmequesis active for
anATM VCC atatime, thealgorithmworks properly
The conceptof the distributed spacingalgorithm is
very modular The pair of functionsSpacingU pdate and
SpacingNext encapsulatea spacingmechanism. The
presentedsolution is easily adaptableto other spacing
paradigms.Only minor changesare necessaryo imple-
mentspacingfor traffic contractsof the servicecatayory
real-time Variable Bitrate (rt-VBR) in ATM or for the
Guarantee®uality of Serviceclassin IP networks.

3.4. Architecture of the STRS Scheduler

Now, we putthe piecegogethetto presenthearchitecture
of the STRSSchedulerFirst, we adaptthetiming mecha-
nismto ATM systemsthen,we describghedatastructure
of theschedulerandfinally, we specifyits procedures.

3.4.1. Adaptation of the Timing Mechanismfor
ATM

The timing mechanismrequiresthe introduction of an
atomic time unit on which the discretizationof time is
basedAll ATM cellshave the samdengthand,therefore,
the sametransmissiortime. ATM transmittergproceedn
theseso called“cell cycles” becausahe cell cycle is the
naturaltime basefor ATM switchingsystems.Therefore,
its granularityis alsosufficient for timing purposesn the
ATM scheduler Hence,we definea “day” asa cell cy-
clesandthe“date” correspondso a specificcell cycle af-
ter systemstart. At a speedof STM1 (155Mbps), a day
correspondso aninterval of 2.73 usec. Allowing a date
variableto be storedasa 64 bit word, a dateis uniquefor
264 — 1.6 - 10% yearsin real-time.

In the following, the variables(TTT), (DTT), and
(NTT) areof ary accurag while Today, Tomorrow,
and TimeUp are always integer values and meter the
passedime sincesystemstartin cell cycles. In neces-
sary atime variablemaybe cornvertedinto a datevariable
andvice versa.

3.4.2. Data Structur e of the STRSScheduler

Theasynchronoumultiplexing of ATM cellsfrom differ-
entVCC ontoa commonATM pipeinducesATM multi-
plexing delay The cells may be storedin the ATM VCC
queueuntil they canbetransmitted Theservingdiscipline
is first-in-first-out (FIFO). A long VCC queuedenotesa
potentiallylong delayfor ATM cells which is not tolera-
blein caseof real-timetraffic. Thus,athresholdndicates
the maximumnumberof cellsin the queue.If acell sur
passeshatthresholdijt is discarded.

The STRSSchedulemanageshe ATM cell transmis-
sionamongthe VCCs. It hasa calendarandevery ATM
VCC hasa calendaentryto registerthetransmissionime
of the next cell in its queuein the calendar This entry

may containthe virtual connectioridentifier (VCI) of the
ATM VCC. TheVCI for anentryremainsconstantafact
that should be exploited by a smartand memory sazing
hardwareimplementation.

Traffic shapingis neededfor VCCs that will be po-
licedin laternetwork entities. TheSTRSScheduleimple-
mentsspacingwhich meansthat every ATM VCC stores
its own set of spacingvariablesand traffic parameters
(e.9.(TTT), PCR,andCDVT).

Whenthe calendarentriesleave the calendarthey are
processedor execution,i.e.,therespectie VCCsaretrig-
geredto sendtheir first ATM cell. However, only one
ATM cell canbe sentwithin a cell cycle and, therefore,
the outdatedcalendarentriesarestoredin an ATM multi-
plexing requestjueuewith FIFO discipline. It may also
beimplementedy a doublelinkedlist like the entry lists
in thecalendarin the STRSSchedulecontext, theentries
in the calendareferto VCCsfor which thetimer hasnot
yet expired whereaghe entriesin the ATM multiplexing
requestgueuepoint to VCCsthatarereadyfor transmis-
sion. Thecomponentsf the STRSSchedulearedepicted

Request Queue 0

Py

B o R
sl

VCC Queues for ATM Cells
Figure6: Thecomponent®f the STRSScheduler

ATM Multiplexing Calendar

:

BT

3.4.3. Registeringan ATM VCC in the Calendar

We can set the timer for a VCC to sendits first cell

in the following way. We wish a specific transmis-
sion time (DTT) for the cell. But the minimum inter-

cell distancemustbe respectedtherefore,the next pos-
sible transmissiontime is determinedby (NTT)
SpacingNext({DTT)). Thistimevalueis corvertedinto
a datevariable NT'T andthe calendarentry of the ATM

VCC is insertedinto the calendarslot with the number
NTT mod K. This courseof actionsis denotedby the
function Register({DTT)). We can cancela timer of
an ATM VCC just by removing the correspondingalen-
darentry from its doublelinked entry list in the calendar
We canchangeatimerto anew desiredransmissiortime
(DTT) by cancellingthe old oneandregisteringthe new
one.
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Every ATM VCC hasonly onecalendarentryto regis-
teratransmissiomequestn thecalendarThisassureshat
the distributed spacingalgorithmworks always correctly
Therearetwo simplealternatvesfor addinga calendaen-
try to theentrylist in a calendasslot. Insertinga calendar
entryatthebeginningintroducesa last-in-first-out(LIFO)
orderwithin theentrylist in the sendqueue. Appendingit
atthe endmatcheghe FIFO order We considertheseal-
ternativesin the presencef spacing.An ATM VCC with
alarge PCR hasa small inter-cell distanceandits next
possibletransmissiortime is in the nearfuture. Hence,
a cell cycle in the far future will be first claimedby an
ATM VCC with asmall PCR. From a fairnesspoint of
view, it makessenseo sene the ATM VCCswith a high
PCR earlierthanthosewith a low PCR becausdghey
aremoreaffectedby the sameabsoluteATM multiplexing
jitter. Therefore,we recommendappendinghe calendar
entriesat the beginning of the entrylist to achieve higher
priority for fast VCCs whenthey competefor the same
cellcycle.

3.4.4. Actions at the End of a Cell Cycle

At theendof acell cycle, theentrylist in the calendasslot
Tomorrow mod K containscalendarentriesthat refer
to ATM VCCsthatareallowedto sendin thenext cell cy-
cle. Thereforethis entrylist is removedfrom its calendar
slotandit is appendedo the endof the ATM multiplexing
requesigueue.The FIFO orderin the ATM multiplexing
requestgueuepreseresthe temporalorderof the events
thatwasgivenin the calendar The time thata calendar
entry passesn the ATM multiplexing requestgueueun-
til transmissions exactly the ATM multiplexing delayfor
theassociated\TM cell.

3.4.5. Actions at the Begin of a Cell Cycle

At the begin of a cell cycle, the systemvariablesT oday

andTomorrow areincreasecy one. If the ATM multi-

plexing requesgueues notempty thetransmissiorof an
ATM cell is initiated. Thefirst calendarentryis removed
from the ATM muliplexing requesigueueandthe therein
referencedATM VCC is triggeredto startthe transmis-
sion of its first cell. A sendflag SF is setin the cell

context to avoid ary read-writeinconsistencieon that
cell in the currentcell cycle. Furthermore,the proce-
dure SpacingUpdate is invoked to updatethe spacing
variablesof the sendingATM VCC. Eventually the ATM

VCC maybeagainregisteredn the calendaif morecells
arewaiting for transmission.

3.5. Schedulingfr om the Perspective of an ATM Cell

Whenan ATM cell is composedit is placedin the ATM
VCC queue. Whenthe ATM cell hasreachedthe front
positionin the queue,it is registeredin the calendarfor
transmissiorin cell cycle, therebyrespectinghe spacing
constraints. Whenthe timer expires, the completeentry
list of the respectie calendarslot is removed from the

calendarand appendedo the ATM multiplexing request
gueue.Whenthe ATM VCC obtainssendingpermission
from the ATM multiplexing requestgueue the ATM cell
is sentandits transmissionime s recordedor thespacing
of thenext ATM cell in theVCC.

3.6. Runtime Considerationsand Scalability Issues

We have alreadystatedthatthe executiontime of therou-
tinesfor insertingand removing a calendarentry into or
from the calendarcan be achieved in constantand short
time becauseve usea doublelinked list for the imple-
mentationof the entrylists. Thescheduleproceduresise
only simple arithmeticandrenounceon inpredictablere-
cursionsor loops. In particular the runtimeis indepen-
dentof the numberof ATM VCCs that are controlledby
the scheduler This meansthat the scheduleriscaleswell
for large switching systems. The overall runtime of the
algorithmdepend®nly onhow oftenATM VCCsarereg-
isteredandhow oftensucharequesis changed.

After all, the ATM VCC queuesthe calendarandthe
ATM multiplexing requestqueueinteractin a way such
thatspacingandATM multiplexing canbeachiezedwithin
few hardware clocks. Thus, the STRS Scheduleris an
ATM cell schedulingmechanisnfor real-timeimplemen-
tations.

4. An AAL2/ATM Scheduler

An AAL2/ATM schedulemperformsAAL2 multiplexing,

ATM cell spacing,and ATM multiplexing. As outlined
in Section2, all threefunctionsshouldbe integratedin

a single moduleto exploit the spacingand ATM multi-

plexing delay alsofor AAL2 multiplexing. The baseof

our AAL2/ATM scheduleis the STRSSchedulerWe de-
fine somealgorithmsthatcontroltheinteractionsbetween
AAL2 multiplexing andthe STRSScheduleandconsider
againtheruntimeof thescheduler

4.1. Architectureof the AAL2/ATM Scheduler

The STRS Scheduleris the basefor the AAL2/ATM

scheduler The VCC queuesare enhancedwith some
AAL2 multiplexing capabilities.The ATM cellsarestored
in theVCC queuesluringthe AAL2 multiplexinginterval,
the ATM VCC spacingtime,andATM multiplexing time.
Cellconstructiorby AAL2 multiplexing canbeperformed
until the ATM cellis sent,i.e., aslong asthesendflag S F’

is notset,yet. Hence,spacingandATM multiplexing de-
lay canbefully exploitedfor AAL2 multiplexing. A new

ATM cellis openedor AAL2 multiplexingif theprevious
oneis alreadysent,lockedby thesendflag SF', or already
completed. Thealgorithmsinsert Packet andSendClell

realizethe AAL2 multiplexing processaindcontrolthein-

teractionwith the STRSScheduler
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4.2. Inserting a CPSPacketinto the ATM VCC

Queue

Thealgorithm InsertPacket (Figure7) is invokedwhen
aCPSpacletisinsertedntoanATM cell of acertainVCC
queue.Thisprocedurenforceghetime constraintgor the
AAL2 multiplexing processandinteractswith the STRS
SchedulerWe explaintheactionsthathapperuponarrival
of aCPSpaclet.

Begin
InsertPacket

_| Discard
CPS packet
- empty or SF==true for
yes last cell in
FirstCell= FirstCell=
true false
is being completed and
TimeUp O
Start new Tomorrow
ATM cell;
| —
TimeUp=
Today+TCU Remove
! calendar entry;
Register
h > (Tomorrow
no
yes A/I cell
Register no "\ suffices
(TimeUp) yes
Y
0O)
A

Figure7: Flowchartof thealgorithmInsert Packet.

If the CPSpaclet surpassethe VCC queuethreshold,
it is simply discarded. Otherwise,if the queuedoesnot
hold ary other ATM cells thatarenotinvolvedin a cur
renttransmissiorprocessthe CPSpacletis placedinto a
newly constructedATM cell. We setatimer to make the
ATM cell readyfor sendingafter T’CU time eventhough
it shouldnotbe completelyfilled by then.For every ATM
VCC, thereis avariableTimeUp = Today + TCU that
tells the expiration time of its timer. This can be done
becaus@nly oneATM cell perVCC queueis beingmul-
tiplexed.

We saythatthe VCC queueis emptyif it containsno
ATM cellsorif the ATM cell it contaings beingsent,i.e.,
it hasits sendflag SF set. If the VCC queueis empty
anew cell is startedfor AAL2 multiplexing andthe CPS
pacletis accommodatethto theVCC queue.n thiscase,

thedatevariableTimeUp = Today + TCU is updated.

We assumehat CPSpacletsarenot largerthan46 bytes

sothata singleCPSpaclet cannot completelyfill afresh
ATM cell. If the ATM VCC queuewas not empty the
CPSpacletis placedinto the last ATM cell in the VCC
queue. If this is thefirst cell andif the CPSpaclet fills
thatcell andthe AAL2 multiplexing timer hasnot yet ex-
pired,thenthe ATM VCC is registeredfor Tomorrow in
the calendamy calling Register(Tomorrow). It is pos-
sible thatthereis not enoughspaceavailablein the ATM
cell, so,a new cell is openedfor AAL2 multiplexing. If
the queuewasemptybeforeAAL2 multiplexing this CPS
paclet,the ATM VCC isregisteredn thecalendafor time
TimeUp by usingtheinsertfunction Register(TimeUp)
of the STRSScheduler

The AAL2 multiplexing processfor a cell is over ei-
therif the cell is completedor if its sendflag SF' is set.
This is possiblesincethe calendarentryis transferredaf-
ter TimeU p automaticallyinto the ATM multiplexing re-
guestqueueandwhenit is electedfor transmissionthe
sendflag SF' of the correspondingell is set. Next, we
considerthe actionsthat are necessaryupon ATM cell
transmission.

4.3. Sendingan ATM Caell

At thebegginningof a cell cycle, the STRSScheduletrig-

gersthe transmissiorof an ATM cell if the ATM multi-

plexing requesiqueueis not empty In this case thefirst

calendarentry of the ATM multiplexing requesigueueis

removed and sendingpermissionis given to the therein
referencedATM VCC. If further ATM cells are waiting

in the sameATM VCC queuethe calendarentry of this
ATM VCC is againinsertednto the calendar This action
mustbeslightly enhancedor AAL2 multiplexing. In Fig-

ure 8, a flowchartfor algorithm Send-ATM-Cell specifies
this action.

SF=truein
Begin ATM cell context;
SendCell Send ATM cell;
SpacingUpdate()

First

ATM cell

in VCC queue
is ful

yes

Register _| Register
(Tomorrow) (TimeUp)
3
J

Figure8: Flowchartof thealgorithm SendCell.

The sendflag SF in the context of the first ATM
cell of the sendingVCC is set. This is to avoid further
write operationsgnto this cell. Thealgorithmtriggersthe
ATM VCC to sendits first ATM cell and the function
call SpacingU pdate updateghe spacingvariablesof the
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ATM VCC. If the ATM VCC queues now empty no fur-
ther actionis taken. If thereis an ATM cell in the ATM
VCC queue the algorithmdiffers from the STRSSched-
uler. If this ATM cell is not yet completelyfilled with
CPSpacletsandthe timer hasnot yet expired, the ATM
VCC is registeredin the calendarfor the dateTimeUp.
Otherwisejt is registeredfor Tomorrow. By callingthe
Register function, the spacingconditionsare automati-
cally respected.

4.4. Runtime Considerations

We assumean AAL2 switchingunit with the sameinput
andoutputspeedi.e.,atmostoneATM cell arrivesandat
mostone ATM cell is sentpercell cycle. In this context,
we considerthe runtime of the AAL2/ATM scheduler
Userdatahave at leastthe size of onebyte. In UTRAN
applications,an additional user plane headerof at least
3 bytesis added. Additional 3 bytesAAL2 CPSpaclet
headeroverheadyield a minimum CPSpaclet size of 7
bytes. Hence,at most7 CPSpacletsneedto beinserted
into the datastructurewithin a cell cycle. This givesthe
upperboundfor how often the functionsInsertPacket
and SendCell are performed. Registeringthe calendar
entry of an ATM VCC in the calendarand determining
the sendingATM VCC in the ATM multiplexing request
queueareboth feasiblein constantime accordingto the
architectureof the STRS Scheduler Therefore,the pre-
sentedschedulingmechanisnruns for a shorttime that
dependonly on the hardwareimplementatiorof that al-
gorithmby alinearfactor Hence this schedulearchitec-
tureis appropriatdor thereal-timesupporiof AAL2/ATM
transmissiontechnology

5. Conclusionand Outlook

This papemroposeshealgorithmfor the STRSScheduler
which performsATM cell multiplexing. Its runtimescales
well with the numberof sened ATM VCCs. It possesses
a timing mechanisnthat allows for resettingthe timers.
Its ATM cell spacingcapability relieson a modularand
distributedapproactwhich makesit easyto substitutehe
currentspacingalgorithmby a differentone.

Especiallyin accessnetworks like the UTRAN, the
AAL2 is usedto achieve anefficient utilization of thelink
bandwidthin presencef low-bitratereal-timetraffic. We
describedaninterworking of the ATM andthe AAL2 layer
in anAAL2/ATM schedulerThethreerequiredfunctions
AAL2 muliplexing, ATM cell spacingandATM cell mul-
tiplexing arerealizedin a singledevice. The advantage
of the presentedrchitectureover a naive approactis that
ATM cell spacing,and ATM multiplexing delay are also
usedfor theAAL2 multiplexing processThe AAL2/ATM
schedulers basedon the STRSScheduleandcan,there-
fore, sene several (somehundreds)AAL2 pathsin real-
time. Furthermorethealgorithmis easyto realizein hard-
ware.

We concludethat the STRS Scheduleris a reference
architecturefor other ATM appliances.In future studies,
it canbe extendedto priority schedulingand spacingon
ATM virtual path connectionbasiswhile maintainingits
runtimescalability Thescalabldimermanagemennech-
anismmayevenbereusedn IP or othertechnologiese.g.,
for therealizationof RTP/UDP/IPmultiplexing [16, 17].
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