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Abstract: This paper outlines first the need for a per-
formance focused intranet management framework and
second, introduces a new performance metric, denoted as
?Network Comfort”. Network Comfort characterizes the
system performance by normalizing the instantaneous
performance with the best one seen during network op-
eration so far. Network Comfort maps the performance
to an easy to recognize value in the interval from zero
to one. In this way, the Network Comfort is capable to
describe the elasticity present in IP networks and facili-
tates a transparent performance management. Further-
more, the concept is extended to application and service

management.

I. INTRODUCTION

In recent years, the challenges to enterprise
network management have grown tremendously.
Mainly, three developments account for this:

a) the enterprises are implementing IP (In-
ternet Protocol) based intranets. IP systems
are easy to configure, simple to extend and in-
tegrate a wide variety of applications. IP net-
works, however, provide only limited configura-
tion and performance control mechanisms. As
a result, configuration changes occur more often
and performance problem are difficult to iden-
tify.

b) information processing is becoming the
core business of many companies. For examples,
the business case of on-line brokers works only
under the prerequisite of a high performing net-
work. The ratio of employees working with these
networks and number of handled transaction is
amazingly high. As a result, the network man-
agement has to focus strongly on performance
issues.

¢) the debut of new enterprises structures.
The companies form small business entities
which are more flexible and permit a better cost
allocation. This influences intranet management
in double regard. The management itself is of-
ten out-sourced and therefore has to show its
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efficiency. In addition, network management
has to cope with a high dynamic in the net-
work configuration due to permanent company
re-organization.

As a result of these developments, the ap-
proach to IP based intranet management has
to be changed. Modern intranet management
has to focus strongly on performance and ser-
vice management under the constraint of oper-
ating an IP based system. Therefore a simple
and appropriate performance characterization,
addressing the specific features of IP systems, is
indispensably for intranets. Such a characteri-
zation method will be presented in this paper.

The paper is organized as follows: in Sec-
tion II, first, the need for a focused intranet
management framework is discussed, and sec-
ond, the new requirements on performance char-
acterizations are stated. In Section III, the con-
cept of Network Comfort will be introduced,
which is a simple and efficient metric for charac-
terizing network performance in intranets. Sec-
tion IV investigates how the concept of Network
Comfort can be applied to network applications.
Finally, Section V will give a summary.

II. INTRANET PERFORMANCE MANAGEMENT

A. A Focused intranet Management Framework

Several network management frameworks like
the ISO/OSI management model, cf. [1], or
the Telecommunication Management Network
(TMN) concept, cf. [2], have been developed
in the past years. These architectures cover
comprehensively a wide variety of management
tasks. Particular the FCAPS taxonomy of func-
tional areas, and consisting of Fault Manage-
ment, Configuration Management, Accounting
Management, Performance Management, and
Security Management, is well accepted and has
been implemented in a number of network man-
agement tools, e.g. HP OpenView Network
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Node Manager, cf. [3]. Although these frame-
works are theoretical profound, the application
of the concepts is still limited. Based a on
careful analysis as well as from experience in
projects, cf. Section ITI-E.1, three main reasons
can be stated for this:

First, the frameworks are too complex. Often,
only a subset of the functional areas is needed or
applicable. Thus, network administrators pre-
fer isolated approaches. In this way, minimizing
their effort while increasing their efficiency.

Second, the interaction between the func-
tional management areas of future high-
performance networks are not appropriately ad-
dressed in the frameworks. The separation of
the areas Performance Management and Fault
Management tempt to address the common
tasks of these functional areas in distinguished
ways. For example, soft errors, indicating per-
formance degradation due to faults, need an in-
tegrated approach for being identified and re-
solved.

Third, important business processes in net-
work management are not adequately repre-
sented in the above mentioned frameworks. Es-
pecially, specifying, monitoring and reporting of
service levels and network quality are strongly
neglected. Proving the efficiency of network op-
eration and network management is essential in
intranets.

Thus, the need for a more focused net-
work management concept arises. To address
the challenges of operating high-performance
IP based intranets, we propose a management
framework focusing on three tasks: a) Con-
figuration Management, b) Integrated Perfor-
mance/Fault Management, and c) Service Man-
agement, see Figure 1.

It should be mentioned here, that the authors
don’t deny the importance of other manage-
ment areas, particular Security Management or
Accounting Management. In intranet manage-
ment, however, these issue are often strongly de-
coupled, e.g. security is provided due to closed
systems, or not applied, e.g. flat rates for con-
necting company divisions to the intranet.

Configuration Management

Configuration management constitutes the
basis for efficient network operation. It provides
methods to identify, adapt, and maintain ele-
ment configuration, cf. [4].

In order to facilitate high performance and
service-oriented network operation, configura-
tion management has to extend its scope beyond
the single element. Modern configuration man-
agement is required to support network-wide ad-
ministration issues, like traffic engineering in fu-
ture MPLS networks, cf. [5] or network poli-
cies, cf. [6]. Thus, Configuration Management
methods have to be developed with regards to
these issues. Network-wide configuration man-
agement is facilitated by the application of net-
work object models like the CIM (Common In-
formation Model), cf. [7], and the concise map-
ping of the network objectives to the element
parameters.

Since companies re-organize continuously
their structure and therefore their communica-
tion network, a particular challenge in configu-
ration management is keeping up with frequent
element, topology and policy changes. Reaching
this aim is partly facilitated using sophisticated
network discovery mechanisms, cf. [8]. However,
the discovery mechanisms still require some min-
imal configuration on the systems, e.g SNMP ac-
cess should be feasible. Often, this is not possi-
ble due to incomplete element installation. The
aim of having complete and up-to-date configu-
ration information can be hardly achieved. Net-
work management methods always have to ac-
count for incomplete knowledge.

Performance/Fault Management

Conventional Performance Management in-
volves tasks like performance monitoring, prob-
lem isolation, performance tuning, analysis of
statistical data for recognition of trends, and re-
source planning, cf. [4]. Traditional Fault Man-
agement comprises fault detection, fault loca-
tion, service restoration, identification of the
problems’ root cause, and problem resolution.
Since Performance Management aims at similar
objectives as Fault Management, it can be view
as the consequent extension of Fault Manage-
ment, cf. [9].

We argue that, this view has to be changed in
IP based networks. One reason for this is that
these systems are already inherently fault toler-
ant due to dynamic routing protocols, e.g. RIP-
2, cf. [10], or OSPF Version 2, cf. [11]. These
legacy IP routing protocols do not guaranteed
to preserve the performance characteristics com-
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pletely, e.g. the provisioned bandwidth. This
example outlines the complex interaction and
multiple dependencies of mechanisms in IP net-
works. Thus, a strong interaction of Fault and
Performance Management is indicated in order
to resolve these problems during operation.

Therefore, we suggest that Fault Management
should be viewed as a special case of Perfor-
mance Management.

Service Management

The main task of Service Management, as de-
fined here, is the integration of business pro-
cesses related to network operation, e.g. estab-
lishing service level agreements, into the techni-
cal processes of engineering the network. Service
Management comprises issues like service levels
specifications and negotiation, monitoring the
service quality and reporting the performance in
an appropriate way. These functional tasks are
partly addressed in conventional Performance
Management, cf. [9]. However, more elaborated
mechanisms and procedures are required for in-
tranets, particular with multiple administrative
domains. To tackle this task, models and proto-
cols for automatic service level negotiation have
been proposed recently, cf. [12]. Additionally,
easy-to-understand methods for visualizing the
network quality are needed. Such a methods is
one of the main contributions of this paper and
presented in detail in Section III.

SNMP network management architecture

The investigation of IP network management
procedures is incomplete without the discussion
of the Simple Network Management Protocol
(SNMP), cf. [13]. The SNMP concept defines
an organization and information model and a
communication protocol. However, there is no
formal specification of the functional areas in
SNMP network management.

The main advantage of SNMP is its
widespread availability and interoperability be-
tween agents and managers of different vendors.
The major weakness of the SNMP concept is the
limited or missing specification of functional ar-
eas. SNMP provides mainly basic mechanisms
for element management. Another weak point
of SNMP is its ”in-band” management concept:
the control information is transmitted on the
same channel as the user traffic. This implies
that, a) fault and control information cannot be
transmitted in certain error scenarios, and b)
the management traffic puts always additional
load on the network.

These inherent drawbacks of SNMP should be

kept in mind, when proposing new management,
mechanisms for IP networks.

B. Characterizing Network Performance

B.1 Conventional Network-level Performance
Metrics

Today’s applied network-level performance
metrics address two main performance aspects,
network availability and network responsiveness,
cf. [14]. The network availability can be charac-
terized by metrics like the network connectivity,
the outage count, the error rate and the packet
loss probability.

Common network-level responsive metrics are
one-way delay, roundtrip latency, delay jitter
and allowable bandwidth.

The above enumerated performance metrics,
particular the delay, delay jitter and packet
loss probability, underline strongly the techni-
cal character of the metrics. They have been
designed mainly to describe the efficiency of the
basic packet transport.

B.2 Additional Requirements on Network-level
Performance Characterization

In the context of the focused management
framework outlined in Section 11-A and the so
far applied network-level performance metrics,
additional requirements on characterizing net-
work performance can be stated now.

These additional requirements emerge mainly
from the characteristics of IP networks and from
the increasing interaction of network users and
networks operators.

Network performance characterization should
be unambiguous and simple in order to facilitate
fast Performance/Fault management. Hence,
technical metrics must be naturally the basis of
the characterization. In addition, the charac-
terization should facilitate the identification of
operational modes, for example the traffic light
notion: green for good condition, yellow for at-
tention needed and red for critical state.

In relation to the above stated requirements,
network operation demands the description of
the persistent behaviour of the system. There-
fore, performance metrics should be enhanced
by a temporal component.

Performance characterization should be easy-
to-understand.  Technical values should not
dominate the description. In this way, enabling
non-IT people the understanding of the system’s
behavior and in consequence, making Service
Management more transparent.

Performance indicators should reflect the
user’s perception of the system in an objective
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way. It should characterize the quality of the
consumed service in terms of the user. Thus,
providing less ambiguity and better support for
Performance and Fault management. However,
due to the unknown baseline used for compari-
son, characterizing a subjective quality value in
an objective way is hard to achieve. A favorable
solution to this problem is the approach to nor-
malize the momentary seen quality by the best-
ever recorded performance. The normalization
concept is one of the main contributions of the
work presented herein, cf. III.

In addition, network performance characteri-
zation should directly describe the system degra-
dation due to high utilization, e.g. it should dis-
criminate the additional amount of packet delay
generated by longer queuing times. Thus, the
characterization permits the network adminis-
trator to locate points of congestion.

Furthermore, the performance characteriza-
tion should describe the amount of elasticity
present in IP networks. Elasticity is a key per-
formance characteristic in these systems, result-
ing from the application of the Transmission
Control Protocol (TCP), over which most of the
data is transported, cf. [15].

The second set of requirements on perfor-
mance metrics origins from their implementa-
tion needs. Due to the in-band transmission of
control information in IP based networks, the
monitoring of an metric should impose minimal
additional load on the network. Additionally,
monitoring should require no or only less instru-
mentation on the surveyed network elements.
In order to facilitate wide-spread implementa-
tion, the monitoring should apply vendor neu-
tral mechanisms and protocols. Of course, the
monitoring should be scalable.

To facilitate the above stated additional re-
quirements, a new performance characterization
concept, denoted as Network Comfort, is pro-
posed and will be discussed next.

III. NETWORK COMFORT

Network Comfort is derived from the conven-
tional network-level metric roundtrip latency.
It is based on round trip time measurements,
which are normalized by the minimal recorded
time of a certain type of packets. The normal-
ized values are averaged over a time interval.

A. Definition

This leads to a two step definition. First, we
define the single network comfort measurement
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Fig. 2. Network Comfort of Router RBTRZ04

Kk; at time t; as:

T min,i

(1)

Ki = ’
Tttinst s

where the variable 7tj,s; ; is the instantaneous
measured roundtrip latency at time ¢; from the
measurement system to the network element
under test and 7t{yi,; denotes the minimal
roundtrip time. The temporal scope of the min-
imum is of great interest and discussed in detail
in Section III-C.

Now, the Network Comfort nc; at time t; is
defined as:

w—-1

1
W

nec; = Ki—j, (2)

j=0
where W specifies the window size, i.e. the num-
ber of single measurements incorporated into the
time average. The way of sampling the measure-
ments, e.g. periodic or burst sampling, and the
sampling interval are by purpose not specified
in Eq. (2). The selection of this parameters is
left up to the user. For a detailed discussion
on periodic sampling and selecting the sampling
interval see Section I1I-D.2.

An example of the Network Comfort is de-
picted in Figure 2. It shows measurements taken
over a period of three days and is part of the
case study presented in Section ITI-E.1. In this
study ICMP echo request packets of size 64
bytes have been used, cf. Section III-B. In Fig-
ure 2, the black curve depicts the roundtrip time
(RTT) from the measurement equipment to the
monitored router RBTRZ04. As expected, the
roundtrip time (RTT) fluctuates strongly and
the daily variation within the business hours can
be identified. The blue line depicts the cor-
responding Network Comfort. The behaviour
of Network Comfort is much smoother and the
states of increased network response times are
more clearly visible.
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B. Characteristics of Network Comfort

The term Network Comfort was selected with
purpose. Besides underlining that it is a net-
work-level metric, the term comfort emphasizes
that the indicator describes the decreased con-
venience of using the path to the system under
test.

The normalization of the instantaneous mea-
sured roundtrip time by the minimum latency
yields a mapping of «; to the interval of (0;1].
A value of one corresponds to an optimal net-
work performance. A value near to zero indi-
cates an almost completely degraded network.
In this way, Network Comfort facilitates the aim
of obtaining an easy-to-understand description
of path’s performance degradation. The concept
of Network Comfort is similar to the Fun Fac-
tor introduced in [16]. Whereas the Fun Factor
is suggested for network planning, the Network
Comfort is directly suited for network operation
and performance management.

A key feature of Network Comfort is its ca-
pability to describe the elasticity present in the
network. The normalization together with the
computation of the time average permits the
approximation of the extension of transmission
times. A Network Comfort value of 0.5, for ex-
amples, indicates a doubled download time, a
value of 1/3 a tripled download time.

The computation of the of moving average
leverages short overload periods and character-
izes persistent system states. Thus, the network
administrator is able to identify and locate per-
formance problems unambiguously and reliably.

Since Network Comfort is based on response
time measurements, it reflects the user’s percep-
tion of the networks quality. Furthermore, the
normalization to the interval of ]0;1] is easy to
read and it prevents from overweighing absolute
technical values. In this way, Network Comfort
facilitates the requirement that a performance
metrics should be interpretable for non-IT peo-
ple.

Another important characteristic of Network
Comfort is its capability to describe the ad-
ditional amount of delay introduced by high

utilization. This comes clear from rewriting
Eq. (1):
T min,i
K =

(rttinst,i - rttmin,i) + 7ttmin

1 —1
= (rttmin,i (Tttinst,i - rttmin,i) =+ 1) 3)

The difference (rttins;; — rttmin,;) denotes the
additional delay generated by longer queuing

times, seen by a test packet at time ¢;.

Implementation characteristics

Network Comfort can easily be implemented
in IP based networks by exploiting the ICMP
echo request/reply mechanism, cf. [17]. Any IP
machine receiving an echo request is supposed
to respond with an echo reply. Thus, no addi-
tional instrumentation on IP network elements
is required and measurements can be deployed
rapidly. Furthermore, by using the ICMP pro-
tocol, the measurement concept is highly vendor
neutral as demand in Section II-B.2.

Furthermore, using ICMP packets imposes
only a low amount of traffic on the network. An
echo request packet consists of 20 byte IP header
and an eight byte ICMP specific part, which
is followed by an arbitrary amount of padding
data. Typically, ICMP packet of 64 byte size
where used throughout experiments present in
this work.

In addition, ICMP echo requests are already
widely used in IP network management for
topology discovery and active liveness test. The
Network Comfort measurements can be piggy
backed easily on this procedures.

C. Scope of Minimum Determination

The minimal roundtrip time value rtt,;, can
be determined in the context of two temporal
scopes, an off-line mode and an on-line mode.

In the off-line mode, perfect knowledge over
all measurements is assumed. Hence, rtty;, ; at
time t; is defined as:

Ttmin,: = mvin{rttinst,k}§ (4)

note that Eq. (4) does not depend on i. The off-
line mode is suggested when the measurements
are performed remotely and their analysis is con-
ducted separately. In the off-line mode, the per-
formance characterization of the Network Com-
fort is always correct due to the knowledge of
the global minimum. In real network operation,
however, a performance characterization should
be performed immediately, and the application
of this mode is limited.

In the on-line mode the minimum round trip
time is learned during network operation. Here,
Ttlmin,; at time #; is defined as:

Tttingt1 ifi=1
b = Tttinst,i if(i>1)A
e Tltinst,i < Ttlmin,i—1
Tttmin,—1 Otherwise

(5)
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Eq. (5) specifies, in contrast to the off-line mode,
a valid minimum for every time instance during
the monitoring process. In this way, permitting
the application in daily operation.

Learning the minimum over time, however, in-
troduces a temporal ambiguity in the Network
Comfort measure. Network Comfort values of
different minima should not be compared. Thus,
the on-line mode is sophisticated but requires
careful interpretation.

Two sources of temporal ambiguity can be
identified while using the on-line mode. The first
source is resulting from configuration, topology
and routes changes. The second source is the
instationarity inherent to the learning process.

Impact of configuration, topology and route
changes

Configuration, topology and route changes
have to be incorporated immediately in order
to provide a valid characterization of the net-
work’s performance. This is assured by Eq. (5),
since at every measurement, the minimum value
is compared with the instantaneous round time
and updated if necessary.

The impact of route changes, e.g. due to load
balancing, fault recovery operations or network
optimization, should be reflected in the charac-
terization in such a way that the best route can
be identified. Eq. (5) guarantees this, since the
global minimum is kept, once it is obtained. In
this way, route changes which lead to an increase
in the round trip time and, in turn decreasing
the Network Comfort, can be identified easily.

Impact of the observation process

The second type of ambiguity while using the
on-line mode is the instationarity inherent to the
learning process. Obtaining the minimum re-
quires some amount of time. During this period
the Network Comfort values should not be com-
pared with each other. To proof the applicabil-
ity of the on-line mode, it is necessary to investi-
gate the convergence behaviour of the minimum
under assumption that no configuration change
has occurred. In particular the question how
fast the global minimum is obtained has to be
answered.

Figures 3 shows the convergence behaviour of
the minimum round trip time for router RB-
TRZ04, cf. Section III-E.1. No configuration
change occured during the observation period.
The background part of Figure 3 depicts the
long term behaviour of the minimum over a pe-
riod of 21 days. On the first day, the so far ob-
served minimum value drops significantly. This

105 s
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Fig. 3. Temporal Behaviour of the Minimum Round
Trip Time to Router RBTRZ04

value is kept until day 5, when global minimum
is obtained. The drop to the global minimum
is only marginally and within a few tens of a
millisecond. After day 5, the minimum stays
on this level until the end of the measurement.
The zoom-in part Figure 3 shows the behaviour
of the minimum round trip time on the first day
of the measurement. The value drops rapidly
within the first six hours.

This empirical analysis indicates that the on-
line mode is applicable in real network opera-
tion. The minimum is usually obtained within
a few hours of measurement, a time for which
ambiguity can be accepted.

D. Determination of Measurement Parameters

Measuring the Network Comfort requires
from the network administrator only the deter-
mination of two types of the parameters, the se-
lection of the window size and the specification
of the sampling parameters.

D.1 Selection of Window Size

The size of the window for the moving average
specifies the sensitivity of the Network Comfort
measure on degradation phases. It should be
selected such that the window reflects the ex-
pected long term time constant for the system.

From the user’s perception, the long term
time constant is the session length. From net-
work administrator point of view, the long term
time constant should be in the order of appro-
priate management actions. That means, the
selection of the window size should support the
network administrator, such that short overload
periods are neglected while persistent degrada-
tion can be identified.

Determining the user’s session length is a de-
manding task. A lot of research has already
been carried out for public networks, cf. [18],
or access networks, cf. [19]. However, only few
efforts has been laid on IP based enterprise net-
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Fig. 4. Network Comfort Behaviour for a 10min, 60min,
and 120min window

works. Thus, for this study common results
from public networks were extrapolated. It was
assumed that the session length in an intranet
is 1.5 — 2 times longer than in public networks.
Thus, resulting in a session duration in the order
of lhour. Starting from this assumption, three
window sizes for the moving average have been
investigated: 10min, 60min and 120min.

Figure 4 compares the Network Comfort to
router RBTRZ04 for the three window sizes.
The sampling interval between single network
comfort measurements was 1min and regular pe-
riodic sampling has been applied. The blue line
denotes the Network Comfort for the 10min av-
erage, the red line for a window size of 60min,
and the green curve a window of 120min. The
10min average fluctuates strongly and permits
hardly the identification of persistent phases.
The 60min average is much smoother and shows
clearly states of reduced network comfort. The
120min average is leverages very strongly. Fig-
ure 4 shows that a window size of 10min is too
short and can not appropriately reflect the ex-
pected time constant. The 120min average re-
duces the sensitivity too much. In addition, the
time lag of the 120min average becomes visible.
A window size of 60min, however, seems to be
well suited and reflect the time constant appro-
priately.

D.2 Choice of Sampling Parameters

The choice of the sampling parameters de-
termines the accuracy of the Network Comfort
measure. Two sampling parameter have to be
specified, the sampling method and the sam-
pling interval. A major constraint on selecting
these parameters is the requirement that moni-
toring the Network Comfort should impose min-
imal additional traffic on the network.

Since Network Comfort characterizes the tem-
poral behaviour of the path to the tested sys-
tem, periodic sampling is suggested in order to

Tuesday

Wednesday

Fig. 5. Influence of different sampling intervals

reconstruct behaviour appropriately. Thus, the
sampling interval is the main parameter to be
defined.

In general, the sampling interval should be
taken fairly shortly compared with the long term
time constant expected for the system. Three
sampling intervals of 1min, 2min, and 5min have
been investigated for 60min time window . Fig-
ure 5 depicts the influence of different sampling
intervals. The behaviour of the Network Com-
fort for the 1min and 2min intervals are very
similar. The curve for the 5min sampling inter-
val, however, shows a significantly stronger fluc-
tuations. In this case, the sampling rate is too
long and averaging over the time window can’t
leverage the extreme values appropriately.

At this point it is important to mention that
beside the above introduced long term time con-
stant also a short term time constant conducts
the system behaviour. For a single network com-
fort measurement, cf. Eq. (1), the time con-
stant is defined mainly by the waiting time of
the packets in the queues along the path. Di-
rect observation of the short term time constant
by sending test packets in order of the round trip
time is not feasible, since this would impose too
much additional traffic. An realistic approach is
probing the response time using burst sampling.

Burst sampling differs from periodic sampling
such that at the sampling instant, a fixed num-
ber N, N > 1 of test packets, which form the
burst, are issued back-to-back by a monitoring
station. The individual round trip times of the
test packets in the burst are recorded and aver-
aged into a single measurement.

Figure 6 compares the Network Comfort to
router BTRZ04 obtained by burst sampling with
the one obtained for conventional periodic sam-
pling. A 1min sampling interval and a burst
size of five packets were used. Both curves show
a similar behaviour and only small deviations
are visible. The main difference between both
curves occurs during phases of reduced Network
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Fig. 6. Impact of burst sampling

Comfort. The reason for this is, that within a
burst it is more likely that packets with larger
round trip time are observed.

This comparison indicates that using burst
sampling increases the accuracy of monitoring
the Network Comfort. However, the applica-
tion of conventional periodic sampling in daily
network operation is still suggested. The small
increase in accuracy doesn’t justified that the
significant rise of the additional network load,
which is now five times higher.

E. Network Comfort Estimation

Because of its capability to describe elastic-
ity and the amount delay in the network, the
Network Comfort metric is interesting for net-
work planning. For this purpose, the Network
Behaviour has to be described analytically using
the anticipated traffic as input.

In addition, Network Comfort is based on the
observation of test packets. In real network en-
vironments, it is not guaranteed that the test
traffic is handled in same way as the user traf-
fic. Thus, the need arises to verify the Network
Comfort measurements with analytic results.

To address these issues, a simple analytical
model for the approximation of Network Com-
fort will be developed in Section III-E.2. The
estimation will be compared with measurements
from a case study of large intranet.

E.1 Case Study

Network Comfort is being used with success
in a typical IP based intranet of a German in-
surance company, which has about 12,000 users
distributed into approximately 300 locations.

Network Topology

The topology of the intranet is depicted in
Figure 7. One Head-Quarter and two computing
centers, named North and South, form a three
corner backbone, whose links are 2Mbits leased
lines. The network topology of the remainder
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Fig. 7. Insurance company topology and the case study
path.

locations is a tree of depth two, where:

a) the root is the computing center North;

b) the nodes with depth one are regional offices
or service centers;

¢) the nodes with depth two are local offices or
hospitals.

The links between the computing center North
and the regional offices or service centers are
typically 2Mbits leased lines and between the re-
gional offices or service centers and the offices or
hospitals are either 64Kbits or 128Kbits ISDN
leased lines. All in all, the network comprises
approximately 600 router and switches.

Data Collection

The network operating center (NOC) is lo-
cated in the computing center South, where
a measurement station measures continuously
round trip time data to various nodes spread
around this intranet.

The traffic and load data for the routers are
monitored by the measurement station continu-
ously and with full network coverage. The traffic
data are obtained by collecting periodically the
MIB variables ifInOctets and ifQOutOctets,
denoting the total number of octets received and
transmitted on an interface, cf. [13]. The CPU
load on the routers was monitoring every 5min
using the private CISCO variable avgBusyb,
cf. [20].

E.2 Mean Value Approximation

The Network Comfort can be estimated using
a mean value approximation for the single net-
work comfort measurement. For the estimation
it is assumed that the load on the routers can be
neglected and that only the waiting time in the
link buffers accounts for the delay. The wait-
ing time in the buffers is modeled by a M /M /1
delay system.
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Fig. 8. Comparison of measured and approximated Net-
work Comfort to router RPADIRTITO1

Thus, in Eq. (3) the term for the waiting time
can be replaced by an approximation term:

—1
1
ki = |——— (Winsi) +1) . (6
(i W) +1) @
with
I/Vinsj =

>

vtraversed links (j)

Wins, ;- (7)

The mean waiting time for a particular link is:
wipy, = 0 1/ =p)®)

with A as the arrival rate for link (j) at time
instant ¢ and ) as the service rate; and p; =
A .

For the estimation, the arrival rate AY) is
computed from the traffic data of the MIB vari-
ables observed at time instant i. The service
rate p(9) is obtained from the known bandwidth
of the link. The approximation of the single net-
work comfort value is used for obtaining the time
average of Eq.( 2).

To evaluate the mean value approximation,
the Network Comfort to router RPADIRTITO01
was investigated. A test packet traverses
through the routers RHKITS01, RBTRZ04, and
RPADIRO1 on its path to RPADIRTITO1, cf.
Figure 7.

Figure 8 compares the measured Network
Comfort to router RPADIRTITO1 with the esti-
mation. The observation period was one day.
The black line shows the measured Network
Comfort and the blue curve represents the ap-
proximation. The approximation follows the
trend of measurements amazingly close. Only
during phases of high performance degradation,
the estimation deviates from the measurements.

This verifies that in the case study the test
packets are handled in the same way as the reg-
ular traffic. Furthermore, the empirical eval-
uation shows that the simple mean value ap-
proximation is not numerical exact but provides

a good qualitative anticipation of the Network
Comfort trend. The good approximation indi-
cates that the estimation can be used for coarse
network planning tasks, often occurring in daily
network operation.

In addition, in real network environments, full
coverage data collection is often not possible.
The approximation suggests that monitoring the
Network Comfort is a simple but feasible alter-
native for network managers to evaluate perfor-
mance characteristics.

IV. WEB COMFORT

An appealing characteristic of Network Com-
fort is its capability to describe elasticity on net-
work level and to provide an objective measure
for the user’s perception. In this section, it is
investigated whether this feature can be extend
to network applications such as web hosting.
Therefore, the notion of Web Comfort is intro-
duced.

Similar to Network Comfort, the Web Com-
fort metric normalizes the instantaneous down-
load time for a web page by minimal observed
time. For the case of Web Comfort, the Eq. (1)
is redefined as:

o dltmin,i
dltinst,i ’

9)

Wi

where dlty,in; denotes the minimal download
time (dlt) of the web page and the variable
dltingy; is the instantaneous measured loading
time. The single Web Comfort measurements
are as well averaged for a time window, cf.
Eq. (2).

The applicability of Web Comfort was tested
by monitoring the download time of the web
page ”www.infosim.net/ag/index.html” for a
period of two days. The page was downloaded
very minute from a measurement station, using
the public available ”wget” utility, cf. [21]. The
measurement station was located at University
of Wiirzburg, Germany, and used no cache. The
web server was at the InfoSim office, also located
in Wiirzburg, Germany. A 60min window was
used for averaging.

Figure 9 shows the observed download times,
black curve, and the computed web comfort,
blue line. The loading times fluctuate strongly
but clearly show a daily trend. The Web Com-
fort provides a good identification of states of
high loading time. Surprisingly, the trend is
moved away from the business hours into the
evening. This behaviour is explained by the fact
that the data is routed over the Atlantic and
back to Germany.
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Fig. 9. Web Comfort of ”www.infosim.net/ag/in-
dex.html”

The experiment indicates that the concept of
Network Comfort can be extend to network ap-
plications revealing elasticity. The origin of elas-
ticity, however, is often not unambiguous. It is
either be build into the application, by using
a client/server architecture, and/or comes from
the use of the TCP transport mechanism. Thus,
active measurements and synthetic transactions
together with concepts like the Web/Network
Comfort will become important to characterize
the user perceived performance.

V. CONCLUSION

This paper outlined first the need for a perfor-
mance focused intranet management framework
and introduced second, a new performance met-
ric, denoted as "Network Comfort”. Network
Comfort characterizes the system performance
by normalizing the instantaneous network per-
formance with the best one seen during net-
work operation so far. Network Comfort maps
the system performance to an easy to recognize
value in the interval from zero to one. In this
way, the Network Comfort is capable to describe
the elasticity present in IP networks and facili-
tates a transparent performance management.

Furthermore, the concept was extended to ap-
plication and service management. As an ex-
ample, the notion of ”Web Comfort” was in-
troduced, which describes the download perfor-
mance of a web page.

Future research has to be directed to a more
elaborate analysis of the temporal characteris-
tics of Network Comfort. Particular, towards
the specification of the window size and the sam-
pling parameters.
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