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Abstract

The Simple Network Management Protocol, SNMP, is

the most widespread standard for Internet management.

As SNMP stacks are available on most equipment, this
protocol has to be considered when it comes to perfor-
mance management, traffic engineering and network con-
trol. However, especially when using the predominant

version 1, SNMPv1, special care has to be taken to avoid
erroneous results when calculating bit rates. In this work,
we evalute six off-the-shelf network components. We

mation base are denoted as objects. The data types of the
MIB-II objects comprise counters, addresses, and strings.
Even though the first versions of SNMP and MIB-II have
been evolved to more sophisticated variants like SNMPv2
[5], SNMPv3 [6], and various MIB extensions, e.g. [7],
SNMPv1 and MIB-II are still being used. Unfortunately,
these specifications are still the smallest common denom-
inator when it comes to Internet management. In addition,
it is very unlikely that most operators in today’s IP-based
networks can exchange their equipment quickly. Further-
more, they won't be able to install a large number of

demonstrate that bit rate measurements can be completely special-purpose systems for performance measurements.

misleading if the sample intervals that are used are either
too large or too small. We present solutions and work-

The existing equipment will still be used for a long time
for this task. This paper discusses on the task of obtain-

arounds for these problems. The devices are evaluated ing reliable performance measurements from standard, al-

with regards to their updating and response behavior.

Keywords: SNMP, bit rate measurement, MIB, polling,
sampling, SNMP agents, response times

1 Introduction

The original Internet was designed as a fault-tolerant
network for best effort data transmission. Its capabil-
ity to support almost any application and the compe-
tition in operating efficient networks displaced this re-
laxation. The future Internet architecture will support
Quality-of-Service (QoS) objectives like high throughput,
small packet delay, or low delay variation. From the view
of network operations, the demand for QoS calls for a
high quality performance management architecture. The
architecture has to provide reliable and up-to-date net-
work performance information.

The management protocol of today’s Internet is SNMP
(Simple Network Management Protoyf, 2, 3]. SNMP

ready deployed network equipment.

The system time on SNMP agents is stored in the MIB-
Il object sysUpTimeand counted in ticks of tens of mil-
liseconds. The manager can query agents in almost arbi-
trary intervals. Because of these features, SNMP seems to
be well suited for generating input for traffic engineering.
The SNMP protocol operates on the typical time scale of
network control or an even smaller time scale. In addi-
tion, SNMP traffic measurements are non-intrusive, since
measurements can be started without service interruption.

An alternative to SNMP based measurements is the use
of packet monitoring systems likecpdunp [8]. The
t cpdunp software records IP packet streams for off-line
analysis. This tool allows for packet stream observations
and analysis on small time scales. However, when ob-
serving a fully-loaded Gigabit Ethernet linkcpdunp
produces about 17 MB data per second. The real-time
processing of such huge amounts of data is not feasible in
operational network environments.

On this background, we evaluate the performance of
SNMP agents on six commercially available switches and

applies the manager/agent concept. The manager issuesrouters. Our goal is to derive guidelines on how to ob-
control actions to the agent. The agent processes thesetain accurate, reliable, on-line bit rate measurements from

commands and returns any results. The information is ex-
changed via special SNMP Protocol Data Units (SNMP
PDUs). The SNMP architecture uses an information
model denoted as the Management Information Base I
(MIB-II) [4]. This information base specifies syntax and

semantics of the stored data. The variables in the infor-

these network elements. We identify the sources of errors
and unreliability for traffic measurements. In addition, we
investigate the updating behavior of the elements and we
evaluate their response times for SNMP requests.

The remainder of the paper is organized as follows.
Section 2 presents the tool used for SNMP sampling



and some basic formulae for obtaining bit rate measure-
ments. Section 3 discusses the problem of wrapping
counters, and Section 4 deals with MIB object update
behavior. Section 5 contains a comparison of perfor-
mance of SNMP agents on six different devices. Section 6
presents the conclusions.

2 SNMP-Based Bit Rate- and Re-
sponse Time M easurements

SNMP protocol data units (PDUSs) are carried via the User
Datagram Protocol (UDP) on top of IP. A typical SNMP
GetRequest-PDU contains a list of variable identifiers to
be polled, while the GetResponse-PDU delivers the iden-
tifiers and their values. Especially for performance mea-
surements, the time at which a variable is queried is of
outmost importance. Thus, typical requests address traf-
fic counters and the corresponding time stamp.

2.1 Measuring Bit Rates

In order to obtain the bit rate on a link, we monitor the
traffic flowing into or out of the interface the link is con-
nected to. The following MIB-II objects are of interest:

e mib-2.interfaces.ifTable.ifEntry.ifinOctets = “The
total number of octets received on the interface, in-
cluding framing characters” [4], henceforth denoted
by On;

mib-2.interfaces.ifTable.ifEntry.ifOutOctets = “The
total number of octets transmitted out of the inter-
face, including framing characters” [4], henceforth
denoted byOoy;

mib-2.system.sysUpTime = “The time (in hun-
dredths of a second) since the network management
portion of the system was last re-initialized” [4],
henceforth denoted 1ig.

The it" response of an agent delivers the tuple
(T(i), Oin(i)) or (T'(z), Oow(i)), depending on which di-
rection is observed on the interface. These samples are
stored in the vectord', O, and Oous, respectively. The

bit rate is calculated as

0(i)—0(i—1)

800 T@=1ti—1)

if O(i — 1) < O(i)

800 0(i)+(2%2-0(i—1))

T(i)—T(i—1) else

1)

The equation has two main problems in real networks.
First, it requires that the sysUpTime on the agent is cor-
rectly updated every 0 ms. If two consecutive sam-
ples have the same time stamp, a division by zero will
occur. The next problem is related to the fact that those
counters are 32-bit counters in the MIB-II specification

[4]. The largest number a 32-bit counter can store before
wrapping around i€3? — 1 = 4294967295. For sysUp-
Time, this value is equivalent to 497 days. This is usually
non-critical, as most devices are normally re-initialized at
least once a year. In the case of octet counters, the counter
range of23? equals merely 4 GB. This will cause severe
problems in measuring traffic on fast links. A more de-
tailed discussion on this problem of wrapping counters is
presented in Section 3.

2.2 Responsiveness of SNMP Agents

The responsiveness is measured as the time it takes from
issuing an SNMP GetRequest-PDU until the correspond-
ing GetResponse-PDU is received. This time includes
both network transfer time and the processing time in the
SNMP agent. Using the notation in Figure 1, the response
time is defined as

()

The time stamps used here are based on the internal clock
of the monitoring station.

ResponseTime = RespTime — ReqTime

2.3 Software Overview

In order to obtain accurate measurements, we imple-
mented a simple measurement application. A flow chart
of the software is shown in Figure 1. First of all the inter-
nal variables are initialized. The measurements are done
in the following way:

1. Getthe currenttime as accurate as possible and store
it in the variableReqTime.

. Send a blocking SNMP GetRequest-PDU to the
agent with the requested variables. Blocking means
that the software will pause until the GetResponse-
PDU arrives from the agent.

w

. Get the current time and store it BsspTime.

4. Logthe response from the agent and the time stamps
to afile.

. From the second sample onward, calculate the cur-
rent bit rate.

. Update all variables.

. Put the software on hold for so long that the next
request will be seninterval seconds after the pre-
ceding one. Observe thdhterval does not need
to be an integer and can be almost arbitrarily small.
If the measurement took longer time thamterval,
then do no sleep.

Once the desired number of measurements has been car-
ried out, close the log files, clean up and exit.
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Figure 1: Software flow chart.

[—No

3 Wrapping Counters Problem

We initially encountered the wrapping problem on a
100 Mbps Ethernet interface in the University network.
This will occur in every measurement tool that uses 32-
bit counters. Figure 2 shows an example of a wrapping
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Figure 2: Example of a 32-bit counter wrapping around.
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Figure 3: CCT related to the bit rate of a link.

measurements presented in Section 5). The diagram in
Figure 3 shows the cycle time for a given bit rate. For
a fully utilized 1 Gbps link the cycle time is found to be
around 30 s. The counters for a link with a mean bit rate
of 200 Mbps wrap every 200 seconds on average. Using
Equation 1, the bit rate will be calculated correctly if and
only if the sample interval's;mpis smaller than the mini-

counter. The observed interface measured was a Gigabit mal CCT. Otherwise, there is no way of determining how

Ethernet that connects two University campuses. During

many times the counter looped in-between consecutive

the measurement, which lasted 24 hours, the utilization samples.

was low. The time it takes for a counter to loop is related
to both the load and the link capacity of the interface, and
in this case the interface had a capacity of 1 Gbps.

Let C denote the link capacity, given in bps, apits
current utilization. Then, the Counter Cycle Time (CCT)
is given by

232 . 8 bit
Teer= —F— 3
CCT pC ()

The CCT is minimizedZccrtminn When the link is fully
utilized (p — 1). Since we are looking for reliable mea-

As an example, let us assume that we are observing
a Gigabit Ethernet link with a sample interval of 300
seconds. The first GetResponse-PDU returns a value of
232 _ 1 = 4294967295, and the next one holds 30.
From this, it is impossible to determine whether 31 octets
(counter looped once) au - 4294967296 + 31 octets
(counter loopea, + 1 times, wherex = 1,2,...,8) have
been transmitted in reality. So the bit rate could#bps
or114,229,...,916 Mbps, respectively. But the reported
bit rate would be).8 bps.

On a 1 Gbps link, a tool should check the variables at

surements, we have to account for this worst case (see least every 30 seconds. Remember that SNMP runs on



top of UDP, which has no guarantee of delivery. Inturn,
this means that packets can disappear. If sampling every
30 seconds, loosing one packet renders the next sample
useless. A tool will then not be able to determine if or how
many times the counter has looped since the last correct
sample. To account for this danger, the sample interval
should be reduced to

T .
Tsamp,max: —cCTmin ’ (4)
Y
wherey > 1 represents a safety factor.
64-bit Counters
The solution for the 32-bit counter problem
could be to use the 64-bit counters (mib-

2.ifMIB.ifMIBObjects.ifXTable.ifXEntry.ifHCInOctets

and .ifHCOutOctets) defined in [7]. This requires the
use of SNMPv2 or higher. If this is not available in the
device, then the sample frequency simply has to be high
enough to detect possible wrappings.

Unfortunately, in many devices, only SNMPv1 agents
are available. Despite the fact that this version is already
viewed as historic at the time of writing [9], it is still pre-
dominant.

4 MIB Update Rate Problem

Another problem we discovered was the slow update fre-
quency of the monitored SNMP variables. Some SNMP
agents seem to link internal, always up-to-date octet
counters to MIB variables, while others seem to copy
counter values into MIB variables based on regular time
intervals. One would expect this to happen exactly when
sysUpTime is updated. However, we observed that this
is generally not the case. On one large switch-router, the
update rate of the MIB variables was as slow as once ev-
ery 10" second. Such a behavior is shown in Figure 4:
this graph depicts a magnified part of Figure 2. Please
notice the steps, which equal the octet flow over a 10 s
period. Since the load was low in this case, the steps are
only about 25 MB, as opposed to 1250 MB on a fully uti-
lized link, remember that this value corresponds to 10 s
of data flow. Thus, a slow update rate of MIB variables
can again cause the measurement to be unreliable.

If the sample interval is smaller than the update inter-
val, the same octet counter value may be sampled several
times. Even though this may be of advantage given the
possibility of loosing SNMP-PDUs, it will cause Equa-
tion 1 to produce erroneous results.

The delayed update of the variables can also cause mis-
leading results. If the update rate is slow, as displayed in
Figure 4, once a non-zero measurement is done, the bit
rate will be larger than it should be. For instance, if a link
is loaded at 80 Mbps, the sample frequency is 1 Hz and
the update rate is 10 s, then nine out of ten samples will
be zero, and the tenth will indicate a bit rate of 800 Mbps.
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Figure 4: Example of MIB update behavior.

Table 1: Available sample intervals for different safety
factorsy on a 1 Gbps link given an update interval of
0s.

Y Ty pdate Tsamp,max
[s] [s]

1 10 34

2 10 17

3 10 11

On a 100 Mbps link, the problem would be discovered.
But on a 1 Gbps link, this would perhaps cause costly and
unjustified link upgrades. An example of such a behav-
ior is shown in Figure 10. The update intervélpdate
defines a minimal sample interval. Hence, the update in-
terval should be determined, which will be done for some
switches and routers in Section 5.

In order to achieve correct results, the sample interval
has to be chosen according to the following sampling the-
orem:

(5)

As indicated by Table 1, this sample interval may have to
be chosen very carefully.

Tsamp € [Tupdate Tsamp,ma}

Solutions

The update interval needs to be minimized and linked to
the sysUpTime variable. This is up to manufacturers to
implement.

But even corrupted measurements Vitamp < Tupdate
are feasible for bit rate calculations by averaging. Denote

J = [Tupdatd Tsamp - Then the observed bit rate

B(i) 800 FH=F= if O(i — j +1) < 0()
bps ]00 O(i)+(2*-0(i—j+1))

TO-Taen  ©ise
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(6) Table 2: Devices that were tested.

can be used either in a movingwind¢iv=j,j+1,...) Device | Number of | Speed | Ethernet
or a jumping window(: = j, 27, . .. ) fashion to correctly ID interfaces| [Mbps] | Type
calculate the values. In any case, due to the high update S1 24 | 10/100 | FastEthernet
interval, the resolution in time is decreased. This means S 24 | 107100 | FasiEthernet
that the observed bit rates are smoothed( low-pass filterd), 33 24 | 10/100 | FastEthernet
turning the measurements to be less representative. sS4 8 | 10/100 | FastEthernet

R1 2110 Ethernet

. R2 18 | 1000 Gigabit Ethernet

5 Device Performance g

In this section we show the results of bit rate measure-
ments and response time measurements that have beenfnterval = 1 s. Each sample measures the ifinOctet

done on four switches and two routers. In the switch
cases, the tests were performed in a closed environment.
The setup is displayed in Figure 5. On the device under
test (DUT), sender, receiver and monitor are connected to
different interfaces. We monitored the ifiInOctets counter
on the interface that the sender was connected to.

The test was done by sending 15.3 GB of data, which
was arbitrarily split into 39 files eact20 000 000 Bytes
large, using standard FTP. This is more than the 32-bit
counter can handle before wrapping around. The tests on
the routers were run while the routers remained in their
normal environment. We could not do the same closed en-

counter for the specific interface that is measured. The
monitor was started a couple of seconds prior to the
FTP/SFTP transfer. If possible, the DUT was reset before
the test, just to get the counters to start from zero. The de-
vices that were tested are listed in Table 2. We look at bit
rates and response time statistics for the SNMP queries.
A detailed look on the bit rate over a small interval (61
samples) is used for an estimation of the devices’ MIB
update rates.

5.1 Measured Bit Rates

vironment tests as with the switched because both routers Time plots of the observed bit rates are shown in Figures
are essential for normal operations of the University net- 7 to 12. The bit rates were obtained using Equation 1
work. Figure 6 depicts the setup that was used for the to allow the identification of erroneous behavior. Also
routers. R1 connects a small laboratory, and R2 connects notice that the x-axis holds the sysUpTime variable.
two of the University’s campuses. It is well known that To compare the bit rates obtained from our software,
the load on any given interface is the sum of all streams we also determine bit rates on application level, which
passing through it. For router R1 this load was low on the are smaller than those on the link level. Table 3 presents
measured interface (iflInOctets counter), causing a long the results that were calculated as the total number of bits
counter wrapping time, so an SFTP session was added to transferred divided by the transfer time. The transfer time
increase the load. In the R2 case this was not necessary, is the time between two time stamps, one prior to the FTP
since there already was a significant load on the measured call and the other one after the FTP command returned.
interface. The session originated from "Sender” and ter- Inthe SFTP case, the tool did not provide this possibility,
minated in "Receiver”. Itis also necessary to mention that but indicated itself speeds between 400 and 500 KB/s.
in the R1 case, at least one of the links that connects the  The bit rates obtained for S1 (Figure 7) are obviously
"Sender” to the "Receiver’ was a 10 Mbps half duplex correct. During activity, the peak values are slightly more
link. than 90 Mbps, but less than 100 Mbps. S2, S3 and S4
The measurement was run for 3600 samples, with (Figures 8 to 10) all indicate a peak bit rate larger than



Table 3: Estimated bit rate from FTP/SFTP tools.

Device | Transfer Bytes | Transfer| Estimated
protocol | transferred time bit rate

[GB] [s] | [Mbps]

S1 FTP 15.3 1894 69.2
S2 FTP 15.3 1914 68.5
S3 FTP 15.3 1899 69.0
S4 FTP 15.3 1930 67.9
R1 SFTP 0.4 N/A 3.7

the link capacity: for S2, it was 105.5 Mbps, for S3,
it exceeded 200 Mbps, and finally for S4, it surpassed
140 Mbps.

The abnormal peak of 105.5 Mbps shown by S2 seems
to be an irregularity that most probably stems from a
lack of synchronization between sysUpTime and the octet
counter. This is an internal problem of this SNMP agent.

Besides this, Figures 7 (S1) and 8 (S2) show the highest
density of bit rates in the upper part, i.e. around the mean
bit rate of approximately 70 Mbps. Turning to Figure 9
(S3), we notice a high density of bit rates in the lower
part. The peak bit rate on S3, however, is almost twice
as high as expected, which indicates a slow update rate of
the MIB variables, approximately 2 s. The latter problem
is also visible on S4; a first guess of the update interval
couldbe 15s.

Looking at R1 (Figure 11), we notice an average bit
rate of about 4 Mbps on its 10 Mbps interface. This is
quite a low value and is probably due to the fact that at
least one of the links was operated in half-duplex mode.
However the behavior of SFTP also has to be taken into
account.

The link in the R2 case is a 1 Gbps link that con-
nects two campuses. The measurement was taken during
the afternoon when the load was relatively low, but large
enough to not require an additional load. It displays a
similar behavior as S3 and S4. Not seen in this figure is
that the obtained bit rates are a 10 times larger than they
should be. This will be clearly visible in Figure 18 where
a detailed view of R2’s bit rate is shown. However, the
values in Figure 12 seem to be reasonable at first sight, as
they are lower than the link capacity.

5.2 MIB Update Rate

The update rate of the MIB is estimated based on detailed
bit rate images from the devices, shown in Figure 13 to
18.

There are two reasons that could account for a bit rate
measurement being zero.

1. There was actually no data passing through during
this interval, which is very unlikely in view of on-
going FTP/SFTP sessions (S1-S4 and R1) or back-
ground traffic (R2). Even though there may be
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Table 4: Bit rates from Figures 13 to 18.

Device | Minimum Mean | Maximal
bit rate bit rate bit rate

[Mbps] [Mbps] | [Mbps]

S1 0.0006 71.4 97.6
S2 0.001 73.6 97.4
S3 0.0 74.3 194.2
S4 0.0 71.5 145.8
R1 4.0 4.3 4.5
R2 0.0 19.1 204.6

breaks between the file transfers, they are very un-
likely to last for one second.

2. The device has not updated the corresponding MIB
variable in time.

At a first glance there seems to be some sort of shared
behavior among the switches, the bit rate drops almost to
zero. As this is not seen from the figures, Table 4 contains
a list of the minimal, mean and maximal bit rates. From
this we see that neither S1, S2 nor R1 have minimal bit
rate of zero bps, but S3, S4 and R2 do. We also see that
the mean bit rates are similar to the bit rates estimated
from the FTP/SFTP tools. The maximal bit rates are a
different issue: in case of S1, S2, R1 and R2 they are
below the link capacity. However, for S3, the maximal
estimated bit rate is about two times the link capacity, and
for S4, that factor is about 1.5.

Turning focus to Figures 13 to 18, there are two types
of drops in the bit rate: some that reache zero and others
that do not. The latter are clearly visible in the S1 and S2
cases (Figures 13 and 14), and were also observed using
t cpdunp [8]. They originate from the sender pausing,
after having received an acknowledgement that synchro-
nizes the sent and acknowledged bytes. The receiver’s ad-
vertised window is almost completely open (63712 bytes)
at this point.

Since neither S1 or S2 reach zero, both switches seem
to have an update rate of at least 1 Hz. Further stress tests
with SNMP request intervals down to 10 ms indicated that
the variables are almost up-to-date. In the S3 case, the up-
date interval seems to be around 2 s, with the exception of
a small interval when sysUpTime 1.28 x 105. Why the
switch exhibits an update rate of 1 Hz here is unexplained.

For the S4 switch, the update interval is smaller than
2 s butlargerthan 1 s. From Figure 16, it is seen that each
third sample is zero, indicating an update interval of 1.5 s.

The two routers exhibit totally different update behav-
iors. R1 seem to update at least once every second, but
R2 only once every 10 seconds. In our measurements, R2
obscures its update problem, since the obtained bit rates
are below the link capacity (cf. Figures 12 and 18).
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Table 5: Response times for the tested devices.

Device | Minimum Mean 99 % | Maximal
response| response| quantile | response

time time time time

[ms] [ms] [ms] [ms]

S1 7.0 14.1 200.1 499.7
S2 16.9 25.8 119.7 140.0
S3 8.2 17.9 69.9 80.2
S4 7.8 9.9 10.3 20.0
R1 19.3 33.7 59.5 179.5
R2 25 9.7 13.1 20.0

5.3 Response Times

In Table 5, the minimal and maximal response times
(Equation 2) for the devices as well as the correspond-
ing means and 99 %-quantiles are shown. The response
time histograms are shown in Figures 19 to 24.

Looking on the histogram for S1 in Figure 19, the ma-
jority of the samples are located close to 10 ms. Fur-
ther contributions occur close to multiples of 10 ms, up
to 500 ms. S2 has a similar behavior, with most of the
samples close to 20 ms and a maximal response time of
140 ms. For S3 the equally distributed peaks are even
more noticeable; the majority of samples occurs nearby
10 ms, and the maximal response time is only 80.2 ms.

R1 also shows response times around multiples of
10 ms, with the peak close to 30 ms. It seems that there
is a strong connection between response times and the
10 ms time scale of the sysUpTime variable on these de-
vices. However, some response times can be quite large.

Router R2 (Figure 24) and switch S4 (Figure 22) dis-
play a different behavior, focusing almost all of their re-
sponse times to one or two quite small values around
10 ms without exceeding 20 ms. This is also seen from
the mean values and 99 %-quantiles in Table 5. This
could be an indication that these two devices do not
have any problems in completing the GetResponse-PDU
rapidly, and thus, outperform the other devices that seem
to need more time in their processing of the requests. On
the other hand, remember that only S1 and S2 seem to
have up-to-date variables.

6 Conclusions

In this paper we have presented some experiences on
obtaining reliable bit rate measurements from SNMPv1
agents. The measurements have been obtained on short
time scales in real network environments. We demon-
strate that it is possible to obtain correct measurements as
long as special care is taken to the problems associated
with it. When usimg a 5 minute polling interval SNMPv1
works for link speeds less than or equal to 100 Mbps. On
devices with link speeds in excess of 1 Gbps, SNMPv1
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Figure 19: Histogram for S1 response times.
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Figure 20: Histogram for S2 response times.
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Figure 21: Histogram for S3 response times.
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Figure 22: Histogram for S4 response times.
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Figure 24: Histogram for R2 response times.

performs badly because of the frequent sampling needed
to detect wrapping counters. Even though SNMPV3 is
becoming a full Internet standard [9], we expect that SN-
MPv1 devices will still be used in the future.

None of the devices behaves as expected, i.e. updates
its MIB variables synchronized to the sysUpTime vari-
able. There seems to be a compromise between updating
behavior and responsiveness. Some devices are good on
updating and others on answering. A clarification on how
an SNMP agent should behave could be of interest. Oth-
erwise this behavior has to be determined for each and
every device, to be able to get correct performance mea-
surements.

It is difficult to do traffic engineering using SNMPv1.
However, using the right sampling intervals in conjunc-
tion with a separated management network makes it suit-
able for most traffic engineering and network control is-
sues requiring short sample intervals.
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