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Abstract—In this paper we discuss teletraffic issues on transmitting IP  This agent operates completely transparent to TCP and the in-
traffic over a wireless connection. Due to the different characteristics of flyence of packet errors on the Congestion control mechanism

the transmission over wireless and wired networks concerning error prob- . .
abilities it is necessary to consider additional measures to mitigate frame can be avoided. In [3] two enhanced versions of TCP are con-

errors either by modifying the Transport Control Protocol (TCP) or in-  Sidered. In thd.ast-Hop Acknowledgemestheme (LHACK)
troducing an error correcting Radio Link Layer (RLL). We will analyze a the BS sends LHACK signals to the source and together with

Radio Link Protocol operating with a Selective Repeat Automatic Repeat oo - i
Request (SR-ARQ) and describe how different types of users operate with an end-to-end aCknOWledgement the source is able to distin

different activity factors and their impact on system capacity. gUi_Sh between a networl§ congestion and a packe_t corruption.
This method leads to an increased network load, since two ac-
I. INTRODUCTION knowledgements (ACK) are sent for each message. In [3] it

is also shown that a better approach would be to distinguish

Over many years TCP/IP has been the most important pr acket errors by using a negative acknowledgement (NACK) in

tocol for computer networks. It's importance has even_beco e TCP header option field faxplicit loss notification An-
greater due to the enormous growth of Internet traffic. Thgt

. her promising TCP enhancement would be to uSelactive
demand for data on the World Wide Web (WWW) or EIeC'Acknowledgement TCR] which shows an overall better per-

tronic Mail (E-Mail) is further expected_to Increase over thE%ormance when recovering from multiple packet losses in one
next decade. It has become a necessity that a user can have . ". . .

. - Jfransmission window than other TCP variants.
access to such applications from anywhere he wants just like

using a wireless phone. - . X
S o rotocol employing eithefforward Error Correction(FEC) or
While in principle TCP should work anywhere regardles?nore commonliyAutomatic Repeat Requd#RQ) or a com-

of the underlying network architecture, it has been Optimizegination of both. The advantage here is to operate in a layered

Lofr ; ppp(er;a:;;%l[gl‘;\%ﬂ nﬁg\:zﬁr\:\/ tl:g rl]zmitt)tlégr.:%;aézzr(r?eEnlt?)structure of netvyork protocols indepenglgntly of the transport
timer is set and When-a timeout occurs, network congestiona}f?éyer protocol without any further modification to TCP. The

' .protocol stack for a code division multiple access (CDMA) cel-
assumed. In order to allow the network to recover from th|$ular system is depicted in Fig. 1, cf. [5]. TiRadio Link Pro-
congestion, TCP reduces its window size and thus the transe. (RLP) given here operat.esiwit-h 2 NAK-based SR-ARQ
mission rate. Problems occur when part of the transmission

rHechanism and operates seamlessly in the layer above the cel-

goes over a wwele_s;s link. I-Sre, the BER is much higher ANGilar 15-95 [6] physical layer. In this paper we will analyze
can be betweemn0~= and 10~*, which leads to lost packets

being the major cause for timeouts instead of network conges-

A completely different approach is to introduce a link layer

tion. However, TCP misinterprets these packet corruptions as Asyncbata| FAX
congestion and reduces the window size. Additionally, due to Application Interface
the slow start algorithm the rate at which the window is in- ee 1emp
creased will be restricted. All of this leads to a decrease in P
end-to-end throughput and latency since the window sizes will SNDCF pcP | Lep
never be optimal. PP
In order to increase TCP performance for a heterogeneous aLp
wired and wireless environment, several approaches have been o

introduced. In [1] a method describedlaslirect-TCPis pre-
sented that splits the TCP connection at the base station (BS) Fig. 1. Wireless CDMA protocol stack

into a wired and wireless part. Errors occurring over the wire-

less link will be handled by the base station and have no impaitte performance of the SR-ARQ in the RLP. This permits us
on the window size of the wired TCP link. While this methodto dimension the buffers on the forward and reverse link in or-
improves the performance of TCP it also opposes to its coder to maintain a desired Quality of Service (QoS). We will
cept of end-to-end flow control. A different approach is takealso see how the system parameters will influence the activ-
in [2]. Here asnooping agenis installed at the base stationity time of data bursts (which we will refer to as packet calls)
which caches the received TCP segments and autonomouahd show the impacts that data users will have on an integrated
handles the retransmission of those lost over the wireless linkoice/data cell.
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The paper is organized as follows. In Section Il we will Poissonaz exponential interarrivals

describe in detail the SR-ARQ mechanism implemented in the l
current 1IS-707 Radio Link Protocol. Based on this description,

T

Session _| | [ [
we will investigate how RLP influences the transmission time .
.. . geometric
of IP packets and thus the activity level of the data connection. l mean 126G i
The impacts on capacity of a CDMA cell will be shown in -
Section Ill. The paper is concluded in Section IV by givingan ~ PacketCal 1 1 [ 2 | | [N
outlook on future work. geometric : geometric
mean0.01 s Packet size: E[Ny] =5
Il. THEIS-707 RaDIO LINK PROTOCOL (RLP) l . forward: 480bytes

pPacket | T1 [ 2] [3]reverse:9byles [,

In the IS-707 standard on data transmission the RLP is de-

fined as a NAK-based Selective Repeat ARQ scheme. Its pur- Pareto) = 151[51]::2 223
pose is to achieve an acceptable frame error performance for ", round trip timeT

the IP packets that will be transferred to higher layers. RLP cpuarcL () _[I2[3[ K [2[3]

uses the CDMA 20ns frame structure. Since 1S-95 was orig- N

inally designed for voice transmission, it includes a variable 04;0 CDMA frame:
bit rate vocoder, which produces frames with variable lengths. £ £ 171 bits payload
For data transmission this can be utilized by filling the spaceCPMARLL (Rx) LTI 20ms

of voice packets which are not transmitted at full rate. There- virtual transmission timéy

fore, a CDMA frame can be used for voice, data and mixed

voice/data operation. This permits a subdivision in primary

traffic which is usually voice and secondary traffic (usuallsuming only primary channels, we can transport in eachn20

data). It should be noted that at full rate the payload of a franRLL frame X = 171 bit. Therefore, an IP packet must be split

is 171bit which requires that an IP packet, which usually coninto K = I/ X frames for transmission over the radio link. In

sists of several hundred bytes, is split up into many framegur case, we hav& » = 23 and Kz = 5. We will now com-

Furthermore, it can be assumed that power control will mairpute the transmission time for one IP packet over the wireless

tain a nearly constant FER of approximately 1%. link. All IP packets are transmitted in sequence, however, if an
For our analysis we will assume a user source model whigtror during the transmission occurs, the IP packets become in-

corresponds to the one given in the proposal for the next geferleaved. This again increases the duration of the transmission

eration CDMA system [7]. Two major classes of users existf a packet.

class A describes users with short messages, e.g. Telnet off we consider the virtual transmission tin#g, of an IP

E-Mail, and class B describes users performing WWW segacket, we need to take into account the number of round trips

sions. We can assume that the mobile unit will always be B and the number of frame transmissidasthen

client and that the server will be located in the wired network.

Since WWW accesses are asymmetric, the traffic in the client- Ty =RTr+YTy.

server direction will be less than the traffic being transmittegie will assume that the time needed for the transmission of

from the server to the client. Therefore, we will use class B fagne frame isly = 20 msand due to the frame structure the

the description of the forward link and introduce another usebund trip can be estimated @& = 2 Ty .

category (class C) for describing the reverse link. Each of the frames is transmittedl times until it is suc-
Users in classes B and C will behave in the following waygessfully received depending on the frame error probability

cf. Fig. 2. The user activates a WWW session with Poissdp the wireless channel. We can assume that frame errors oc-

arrival rates\p. Each session will contaifV,. packet calls cur independently and thét is geometrically distributed with

which is a geometric random variable with mefaiV,..] = 5. distribution z(i) and cumulative distribution function (CDF)

The interarrival time will also be geometric with a mean on(i)7Z’ =1,2,... according to

120s Within each packet call, packets will be generated. ) i1 ) ;

The number of packets is Pareto-distributed with a mean of (1) =pp (1= pr) and  Z(i) =1-pf.

E[N,] = 25. The IP packets will have a fixed size of 4Bftes ~ The random variable for the number of round trifscan

on the forward link and 90yteson the reverse link. The in- then be expressed depending@ﬂs

terarrival time between two packets is geometric with a mean

Fig. 2. CDMA user connection process

of 0.01s Thus, at the RLL each IP packet is split ifoRLL R=max{Z,Z,...,Z}.
frames, each with 174it payload. K times

The cumulative distribution function ok can be computed

A. Analysis of the Radio Link Protocol .
nalysis of the Radio Link Protoco from the CDF ofZ which leads to the distribution given by

Let the size of an IP packet be given s = 480 byteand ) i K ] ] ]
Ir = 90 byte for forward and reverse link, respectively. As- R(i) = (1= pp) and (i) = R(i) — R(i —1).

Proc. of the IEEE WCNC’99, New Orleans, LA, September 1999 — page 2



100

The number of frame transmissioliscan be computed as
the K-fold sum of the random variablé, which corresponds &
to the K'-fold convolution of the distributior (z) with itself. S reverse link
g 107! 1
Y=Z4+Z+---+Z7 § _—
~—— 2
K times ,2 forward link
y(i)=2(i) ® 2(1) ® - - ® 2(7) i=1,2,... 2 o2
&
Figure 3 depicts the complementary distribution function of §
the virtual transmission tim&y, of one IP packet. The time
scale is inms We assumed that the frame error rate in this 1073 — — :
1074 1073 1072 1071

100

frame error probability

Fig. 5. Coefficient of variation of transmission time
1071
+~

f link| . .
VI orward lin andn is the number of buffer slots. On the forward link the
£, mean number of packets transmitted during a 4 g@cket call
& 10 is 25. If the packet size on the forward link is on average 480

L ) e 0.1 bytes we have an arrival rate of:
]073 L

25 - 480 - 8 bits
\ Ap=— - 2"
\ 120 s
—4 | \

200 300 400 500 600 700 800
timet [ms]

= 800 bps

The link utilization in this case isr = ggre = 8.33%.

On the reverse link, we can compute the same values and
Fig. 3. Virtual transmission time for forward and reverse link obtain\r = 150 bpsandpr = 1.56%.

case iwy = 0.01, 0.05, and0.1 and that the number of frames e can now compute the required buffer size for the for-
required for one IP packet size I§z = 5 and K = 23, Ward and reverse links by using the Erlang-B formula with

which corresponds to the size of an IP packet on the reverée= AE[Tv] and finding the minimum number of servers
and forward link, respectively. that satisfies our QoS requirements of a blocking probability

The mean and the coefficient of variation of the virtual trans?» < 10~°. The resulting curves are depicted in Fig. 6 for the

mission timeTy, can be found in Fig. 4 and Fig. 5. forward and reverse link.
7 1200 ; ; ; 109
—_— | \\\
7= 1000 | i S
% / 5§ 107! reverse link
E 800 ] = PF
s 600 forward link e )
=2 L 4 1074
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E ‘ : ‘ 10~
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frame error probability - number of servers
. o Fig. 6. Forward and reverse link buffer
Fig. 4. Mean transmission time
B. Dimensioning Packet Buffer Size 1. CDMA C OVERAGE IN THE PRESENCE OFAP TRAFFIC

With the knowledge of the transmission time of a single IP Itis a well known fact that there is a tradeoff between cover-
packet, we can dimension the buffer size needed to compensage and capacity in a CDMA wireless network, [8], [9]. Unlike
for the high retransmission rate due to the bad link quality at ahe conventional access mechanisms FDMA or TDMA, where
acceptable rate of blocking. For this we can assume our systewverage is purely determined by RF issues, due to soft capac-
to be anM /G /n — 0 system, i.e., we have Poisson arrivals ofty in CDMA also the coverage areas become elastic. Cover-
IP packets, the service time is given by the distributioffpf age and capacity are therefore extremely sensitive to the spatial

Proc. of the IEEE WCNC’99, New Orleans, LA, September 1999 — page 3



customer distribution and corresponding time-dependent cuS- Outage Probability for an Integrated Voice/Data System
tomer traffic intensity. In this section we will extend the work The probability that a usef has an acceptable link qual-

in [10] and investigate the impacts of a cell servicing both voicg, in 2 CDMA network can be measured with the signal-to-
and data users. Both types of users will be assumed to be Qi ference ratia; for this user. Let the cell be loaded with
tributed according to a spatial Poisson process, which makes d)k voice anddk data users. The SIR for the usecan

it po_ssible to o_btain a stoch_astic _description of the quality e expressed in terms of the received powers of the other users
service (QoS) in the cell, which will be measured by the probyy, ye ce||5;. Please note that for a linear powr X denotes
ability of outage. its transformation t@B, i.e., X = 10log X.

A. Voice and Data Activity Modeling

Ve

€ =

We consider a cell currently supporting a numbek ebice (1-d)k dk
and data connections at an observed time instant. Let us con- > L+ > G+ No+1
sider that the percentage of data users iShe time when the i i
connection is active is being separated by idle phases. HoWhe valuelV = 1.25 Mhz denotes the frequency bandwidth,
ever, voice and data connections differ significantly when cork = 9.6 kbpsis the data bitrateN, is the background noise
sidering the burstiness of the user activity. Measurements péwer density and is the other cell interference.
human conversations have yielded that the time when one partywe can assume that the power control mechanism is the
is active is only about 45% of the whole conversation time. Teame for both voice and data users. Therefore, the random
decrease the interference in these idle times, in 1S-95 the travariablesS are modeled as i.i.d. random variables. From [8] it
mission rate is being reduced from full rate to 1/8th rate. Wi known that the received SIRcan be approximated as log-
can derive a voice activity factor for usgiby modeling it as normal random variable with mean, = 7 dB and standard
a Bernoulli random variable; that is active with probability deviationo. = 2.5 dB.
p» = 0.45 and inactive with probability — p,,. The first and second moment of the log-normal varigble
The activity in data connections is very asymmetric and desan then be computed from. ando. by
pends on the direction of the examined link. As a client the

2
MS will need only little bandwidth for applications as E-mail me = exp <M> exp(Bme)
or WWW. Most traffic that will be generated is requests for 2
data which will be transmitted on the forward link. For mod- e = exp(2(Boe)?) exp(28m.)

eling purposes, we will assume that the data ussractive

with probabilityp, = P(1; = 1) using the Bernoulli random Wherejs = In(10)/10.

variablesy;. In the previous section we could see that the uti- It can be shown that is well approximated by a log-normal
lization of both links is below 10%. We therefore yse= 0.1  random variable, for which we only need to compute the first

as the reverse link activity. two moments:
Wme(Ng + 1
B. Outage Model for a Fixed Number of Users mg(k,d) = %SWC) (2)
R €
The quality of a CDMA link is given by the signal-to- 8:((W(No + I) +maC)? —m20)
interference ratio (SIR). Due to fluctuations in interference in- dg(k,d) = — S SR )
duced by the other users in the cell, the SIR value becomes a (*F)" = 0e((1 = d)kpy + dkpa)

random term. From [8] it is known that it can be well modeled

by a log-normal random variable. Outage occurs when the Sl\g'erec = (1=d)kpy +dkpa. Examlnatpn of Eqn. (2) S.hOWS .
. . that & cannot exceed the value for which the denominator is
requirements can not be fulfilled.

S . . . zero. This value is defined gm®le capacity The maximum
Considering that the transmitted signal at the MS is attemﬁ'umber of users that can bef({:)cepte% to %/he system with mean
ated by propagation loss(z) at distancer (e.g. Hata model ] . :
[11]) and by shadow fading, the received signa atthe BTS SIR ofme and a fraction ofi data users is therefore
can be given asSyans = S + L(z) + Z. The probability of o — w
outage can then be related to the probability of the transmitted Pole = R (dpa + (1 — d)py)me’
power being larger than maximum transmit power, cf. [9] .

SinceS'is log-normal, the variabl§ in dB is Gaussian. The
Poyt= P(S+ L(z) + Z > Smax) (1) mean and variance ¢fcan be easily calculated in termsrof;
anddg.

The value ofS depends on the number of users in the cell, - ) . X
leading to a relationship between coverage and capacity. In the ms (k, d) = 20logmyg (k, d) — 5log d4(k, d)
following section we will extend previous work in [9] [10] to o (k,d) = l(lOlog 3¢k, d) — 20logmg(k, d))
include the effects of data users on outage probability. B
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Assuming that the variable$ and Z are uncorrelated, we
can hence rewrite Eqn. (1) using the properties of the Gaussian
distribution.

It is now possible to give an outage probability term uncondi-
tioned of the number of useks In [10], [12], a spatial homo-
geneous Poisson process is used to characterize the relation-
ship between the number and location of the users in the cell.
Thus, the r.v. for the number of users distributed in a cell with
areaA is Poisson distributed with densify, which translates
to an expected number of users in the ge#+ AA. The prob-
ability to havek connections in a cell with radiusis Poisson
distributed and this leads to

200

1500
Smax — L(x) —mg(k,d)
o(k,d) + 0%,

Pout($7 k)d) =Q <
1000

maximum cell radius

500

10 15 20 25

mean number of usefs

Fig. 8. Coverage and capacity tradeoff for varying data users

packets. This has an impact on the performance of the TCP
connection and the buffer size needed until complete reception
of IP packets. It was also shown that the different activities of
voice and data users influences the capacity and coverage of
the integrated system when employing CDMA technology.

Fig. 7 shows the impact of the percentafjen the outage  Further work includes the consideration of real-time traffic
probability as function of the cell load. The distance of the oband their implications on the system, e.g. power control for
served user is fixed at= 2 km. It can be seen that the highervariable QoS (bandwidth, delay, reliability) [13], [14]. This
the percentage of data users in the cell is, the cell capacity will in view of third generation system (IMT-2000, UMTS) of
become higher for the same outage probability. This is due gpecial interest, where higher data rates are supported. Finally,
the fact that the activity phase of data users on the reverse lifikther data protocols which have been specifically designed
is much lower than that for voice users. for wireless links have been introduced, (WAP: Wireless Ap-
plication Protocol). The performance of such systems has yet

o0 k
Pou(ar,d) = 3 Poula ko) o7 exp(—€) (@)
k=1 ’

0.2 to be investigated.
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