(©2010 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this

material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other

The definitive version of this paper has been published in IEEE Communications Surveys & Tutorials, 2010, 10.1109\ /surv.2010.040710.00078.

works.

A Survey of PCN-Based Admission Control and
Flow Termination

Michael Menth and Frank Lehrieder, University of Wiirzburgstlrof Computer Science, Germahy
Bob Briscoe, Philip Eardley, and Toby Moncaster, BT Reseddth
Jozef Babiarz, Nortel Networks, Ottawa, Canada

Anna Charny and Xinyang (Joy) Zhang, Cisco Systems, BoxbdroMg\

Tom Taylor and Kwok-Ho Chan, Huawei Technologies, Cana8&U

Daisuke Satoh, NTT Advanced Technology Corporation, Jdpan

Ruediger Geib, Deutsche Telekom Netzproduktion GmbH, Gaym

Georgios Karagiannis, University of Twente/CTIT, The Neldueds

Abstract—Pre-congestion notification (PCN) provides feedback ~ AC is not enough to keep the traffic load in a DiffServ
about load conditions in a network to its boundary nodes. The domain low. When links or nodes fail, traffic is rerouted which
PCN working group of the IETF discusses the use of PCN to nqgihly leads to congestion on backup paths. This degrades

implement admission control (AC) and flow termination (FT) .
for prioritized realtime traffic in a DiffServ domain. Admission the QoS for all flows on the congested links. In such a case,

control (AC) is a well-known flow control function that blocks the traffic load should be quickly reduced by terminating som
admission requests of new flows when they need to be carried overof the admitted flows. This is achieved by a new flow control

a link whose admitted PCN rate already exceeds an admissible function which is called flow termination (FT). It complenisn
rate. Flow termination (FT) is a new flow control function that AC and is useful not only in failure cases but also in other

terminates some already admitted flows when they are carried f load which miaht b d by flash d
over a link whose admitted PCN rate exceeds a supportable rate. case of overload which mig € caused, €.g., by flash crowds

The latter condition can occur in spite of AC, e.g., when traffic [4], [18], [31] or unexpected rate increases of admitted Slow

is rerouted due to network failures. The Internet Engineering Task Force (IETF) currently stan-
‘This survey gives an introduction to PCN and is a primer for  dardizes simple, robust, and scalable AC and FT mechanisms

this new technology. It presents and discusses the multitude of ¢, piffSery domains based on pre-congestion notification

architectural design options in an early stage of the standard- - . .

ization process in a comprehensive and streamlined way before (PCN) [23]. A new prioritized traffic class for admitted PCN

only a subset of them is standardized by the IETF. It brings traffic is defined. The rate of aggregate PCN traffic is metered

PCN from the IETF to the research community and serves as on all links of a DiffServ domain and packets are appropri-

historical record. ately marked when certain rate thresholds (admissible rate

supportable rate) are exceeded. Thereby, the PCN egress nod

I. INTRODUCTION are notified about load conditions inside the network before
IP networks were initially designed to perform packeqongestion occurs. This information is used to perform te A

forwarding without priorities. To achieve quality of serei and FT decisions. , ,

(QoS), the differentiated services (DS, DiffServ) concept For the time being, several partly |ncompat]ble and compet-
introduced various service classes called per-hop betsavit!d Proposals for PCN-based AC and FT exist. However, the
(PHBs) [10]. To avoid congestion for premium traffic in Pbiective of the_ standardlzgtlon process is to define only on
network, admission control (AC) limits the number of high® W0 mechanisms to achieve compatibility among vendors.
priority flows. It is a well-established flow control functio ThiS Paper develops an integrated overview of methods for

for packet-switched communication networks supportirghi Metering and marking, PCN encoding, AC, and FT that
quality realtime applications such as voice and video. It {2ve been presented in different proposals. To that end, a
useful when capacity overprovisioning is difficult, too tigs Unifying nomenclature is developed. This presentationhen t

or just not possible. The resource reservation protocol RS\EVe! of individual concepts and features instead of paedlag
[11] supports admission control with per-flow reservatiams deployment scenarios facilitates an objective discussibn
each RSVP-aware node. This is a rather heavy burden R§PS and cons and deepens the understanding of PCN and its

transit routers that need to keep per-flow states just toparf associated algorithms. Thereby, it is a step forward caregr
correct AC decisions. the standardization of a future P_CN arc_hltecture. Moredter
paper preserves the wealth of diverse ideas for PCN-based AC
T This work was partly funded by Deutsche Forschungsgemeifis(FG) and FT beyond standardization.

under grant TR257/18-2. It reflects only the views of the argh h . d foll . h
* This work was partly funded by Trilogy, a research projegiparted by The paper is structured as follows. Sect. Il reviews the

the European Community under its Seventh Framework Programnedlelits  historic roots of PCN and related work. Sect. Il introduces
only the views of the authors. different types of pre-congestion, explains the basic idea

* This work was partly funded by the National Institute of Infation and PCN dy'[l)l P . 9 . hl | p S vV
Communications Technology (NICT), Tokyo, Japan. It reflectly the views v_an ! UStrate_s Its use_m the Internet. eCt_' presen
of the author. metering and marking algorithms and Sect. V discusses how
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PCN marks can be encoded into the current IPv4 headeas.forerunners of the PCN principle. They measure the rate of
Sect. VI and Sect. VIl review various AC and FT methodsdmitted traffic on each link of a network and give feedback
Existing proposals are reviewed by Sect. VIII. Finally, S& to the network boundary if that rate exceeds a pre-configured

summarizes this work. admissible rate threshold. Thereby, no per-flow resematio
need to be kept for a link and the network core remains
II. HisTORICROOTS OFPCNAND RELATED WORK stateless. This is a key property of PCN-based AC.

We review related work regarding random early detection 1) Aggregation of Per-l_:Iow Reservationé;(_:imission con-
(RED), explicit congestion notification (ECN), and stassle trol can be performed in the Internet using the resource

core concepts for AC as they can be viewed as historic robgServation protocol RSVP,[ll]' It sets up per-flow states in
of PCN. any node along the path which leads to a large number of states

on links carrying many flows. The setup and maintenance of
) these states is a large burden for routers and makes them
A. Random Early Detection (RED) more complex. RSVP aggregation [7] improves this scalgbili
RED was originally presented in [25], and in [12] it wasoncern by setting up tunnels so that individual flows need to
recommended for deployment in the Internet. It was intendéé handled only at the edge nodes of the network. However, an
to detect incipient congestion on a link and to throttle onlg? scalability problem of aggregated tunnels still remaingwh
some TCP flows early to avoid severe congestion and oboundary nodes set up overlay reservations for premium
improve the TCP throughput. RED measures the averagemmunication. Forecasts predict that the average number
buffer occupatiomavg in routers and packets are dropped osf flows of typical edge-to-edge premium service tunnels
marked with a probability that increases linearly with th& very low and their distribution is long-tailed [21]. As a
average queue lengtivg Thus, a few packets are droppedonsequence, the majority of aggregated reservations tlo no
before buffer overflow occurs which possibly leads to earkyarry traffic most of the time but need to be supported by core
rate reduction of some TCP flows prior to severe overloagodes. Thus, other simple solutions for AC with better scali
An overview of RED and related mechanisms can be foupgoperties in core routers are needed. PCN requires neither

in [60]. per-flow nor per-tunnel information in transit nodes.
2) Admission Control Based on Reservation TickeTs:
B. Explicit Congestion Notification keep a reservation for a flow across a network alive, ingress

routers send reservation tickets in regular intervals te th

RED to signal incipient congestion to TCP senders in Ordgﬁress routers. Intermediate routers measure the rateeof th
to reduce their sending window [58]. Packets of non-ECN served tickets and can thereby estimate the expected load

. ) d traffic. In case of a new reservation request, the
capable flows can be differentiated by a “not-ECN-ca abé reserve . . . ’
P y b ﬁ]gress router sends probe tickets, intermediate roubensafd

transport” codepoint (not-ECT, ‘00’) from packets of a ECN- . . .
capable flow which have an “ECN-capable transport’ cod hem to the egress router if they have still enough capacity
point (ECT). In case of incipient congestion, RED gatewa g support the new flow, and_tht_e egress router bounpes them
possibly drop not-ECT packets while they just switch th ack to the ingress router to indicate a successful resenvat
intermediate routers do not have enough resources ty carr

codepoint of ECT packets to “congestion experienced” (C i : .
“11) instead of discarding them. This improves the TCIghother flow, they discard the probe tickets, the ingresterou

throughput since packet retransmission is no longer neeode(znes nqt receive a po§|t|ve response, and the reservation
grquest is blocked. The tickets can also be encoded by atpacke

in this case. Both the ECN encoding in the packet heaort S | statel hani K dinis
and the behavior of ECN-capable senders and receivers a?le' everal stateless core mechanisms work accordingsto

. . : . ea [2], [67], [68].
the reception of a marked packet is defined in [58]. EC o .
comes with two different codepoints for ECT: ECT(0) (‘10’) 3) Admission Control Based on Pa_cket l\_/larklnGJbbens
and ECT(1) (‘01’). They serve as nonces to detect cheatifl d Kelly [27], [28], [34] theoretically investigated AC $id

network equipment or receivers [66] that do not conform @ the feedback of marked packets whereby packets are

the ECN semantics. The four codepoints are encoded in ﬁgrked by routers based on a virtual queue with configurable

(“currently unused”) bits of the DS field in the IP header whic andwidth. This core idea is adopted by PCN. The important

is a redefinition of the type of service octet [54]. The EC,\cli_lfference to RED-like packet marking is that marking de-

bits can be redefined by other protocols and [24] provid slons are based on a virtual instead of a physical queue.

guidelines for that. They are likely to be reused for encgdirl3 IS allqws to I|_m|t the _utlllzatlon of the link bandW|dtho
of PCN marks. y premium traffic to arbitrary values between 0 and 100%.

Karsten and Schmitt [32], [33] integrated these ideas ih&o t
o IntServ framework and implemented a prototype. They point

C. Admission Control out that the marking can also be based on the CPU usage of

Recent surveys and classifications of AC methods can the routers instead of the link utilization if this turns datbe
found in [1], [37], [39], [64], [70]. We explain the problemthe limiting resource for packet forwarding. An early versi
with per-flow reservations, reservation aggregation tagaie of PCN-based AC has been reported in [65].
that problem, and show which problems still remain. We 4) Resilient Admission Control:In resilient networks,
briefly review some specific AC methods that can be seeerouting or protection switching deviates traffic in cade o

Explicit congestion notification (ECN) is built on the idef o
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a failure to backup paths. Overviews of such techniques capcy rate | Pre-congestion = Impact on

be found in [56] and [19]. The objective of resilient AC is to () type AC and FT
work properly even in case of failures and to avoid termovati  on link |

of already admitted traffic. Transit nodes of a network witho = ?::;‘fnr:::sff::
reservation states seem to be a prerequisite for resili€ntii }ovgr'féa g Cﬂ;ﬁgﬁ&] admitted flows
case of a failure, traffic just needs to be rerouted but resierv SR(I) Frrmm e
states do not need to be recovered. Resilient AC admits only ov'gﬁ(;ad AR-Dre-

so much traffic that it can still be carried after rerouting in congepstion )  Blocknew flows

a protected failure scenario [44], [51]. It is necessancein AR()

overload occurs in wide area networks mostly due to link " [~ T m o m e
failures and not due to increased user activity [29]. It can No pre- > Admitnew flows
be implemented with PCN by setting the admissible rate congestion

thresholds low enough so that admitted traffic is not lost due 0

to rerouting in likely failure scenarios. In particularet?CN
traffic rate on a link after rerouting must be low enough
that flow termination is not triggered. Algorithms to configu
PCN-based AC and FT for resilient AC are presented in [43].
It also optimizes IP routing to maximize the rate of admitesib
traffic for resilient AC.

Fig. 1. The admissible and the supportable r&R((), SR1)) define three
SQpes of pre-congestion.

essence is reported to the AC and FT entities. Based on
this notification, further flows are admitted or blocked and
already admitted flows are terminated if necessary. The AC
and FT algorithms constitute the admission control and flow
This section explains the basic idea of PCN-based admisstenmination layer (ACL, FTL). Different implementations o

control (AC) and flow termination (FT) and discusses itthe ACL and FTL may be deployed within a single PCN
application in an edge-to-edge and end-to-end contextén tlomain as long as they coexist in a fair way, i.e. block or
Internet. terminate traffic at the same PCN traffic rate.

1. PCN-BASED FLOow CONTROL

Admission control layer Flow termination layer

A. Pre-Congestion Notification (PCN) (ACL) (FTL)

treatment by PCN nodes similar to the expedited forwarding
per-hop-behavior (EF PHB) in DiffServ [30]. It provides anf
mation to support admission control (AC) and flow terminatio ~==s=m=z=zzzzzzzzzzzzsoiooesd lioomooooissiooiissionin oo
(FT) for this traffic type. PCN introduces an admissible and & | yeter & marker tosignal | F2cket marking layer

supportable rate thresholdR(l), SR1)) for each linkl of the

network which imply three different load regimes as illaséd
in Fig. 1. If the PCN traffic rater(1) is below AR(l), there Fig. 2. Packet metering and marking is performed on all intefarf a PCN
is no pre-congestion and further flows may be admitted. dpmain; the markings are evaluated at the network edges t@eupp and
the PCN traffic rater(l) is aboveAR(l), the link is AR-pre-

congested and the rate abod&(l) is AR-overload. In this

state, no further flows should be admitted. If the PCN traffic

rater(l) is aboveSR]1), the link is SRpre-congested and the

rate aboveSR|) is SRoverload. In this state, some alreadf' Edge-to-Edge PCN o
admitted flows should be terminated to reduce the PCN ratgEdge-to-edge PCN assumes that some end-to-end signalling
r(1) below SR1). A path isARpre-congested if at least Oneprotqco.l (e.g. SIP or RSVP) or a similar mechanism requests
of its links is AR-pre-congested and it SRpre-congested if admission for a new flow to cross a so-called PCN domain

at least one of its links iSRpre-congested; otherwise it is notSiMilar to the IntServ-over-DiffServ concept [9]. Thus,gee
pre-congested. to-edge PCN is a per-domain QoS mechanism and presents

an alternative to RSVP clouds or extreme capacity overprovi
. sioning. This is illustrated in Fig. 3. Traffic enters the PCN
B. A Two-Level Architecture for PCN-Based AC and FT  gomain only through PCN ingress nodes and leaves it only
PCN-based AC and FT can be described as a two-letetough PCN egress nodes. Ingress nodes set a special header
architecture which is illustrated in Fig. 2. PCN nodes mamit codepoint to make the packets distinguishable from other
the PCN rate on their links and mark packets depending tmaffic and the egress nodes clear the codepoint. The nodes
the type of pre-congestion. These mechanisms constitete #ithin a PCN domain are PCN nodes. They monitor the PCN
packet marking layer (PML). Different proposals exist foet traffic rate on their links and possibly remark the traffic in
PML, but within a single PCN domain, the same methodsase ofAR- or SRpre-congestion. PCN egress nodes evaluate
need to be implemented in all PCN nodes. PCN egress notles markings of the traffic and send a digest to the AC and
or PCN endpoints evaluate the packet markings and th&if entities of the PCN domain.

PCN defines a new traffic class that receives preferred:zl

Meter & marker to signal
AR-pre-congestion (PML) SR-pre-congestion
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Fig. 3. Edge-to-edge PCN is triggered by admission requesis éxternal
signalling protocols and guarantees QoS within a single RiGNMain.

Destination

egress node can evaluate the packet markings per IEA and base
its AC and FT decisions on aggregated feedback of multiple
flows. With end-to-end PCN, individual PCN endpoints can
evaluate the markings of only their own flows. This limits the
choices of applicable metering- and marking as well as AC
and FT algorithms for end-to-end PCN [46].

IV. METERING AND MARKING

The core idea of PCN is that packets are metered and
marked on the links of a PCN domain to give feedback
about its pre-congestion state to its boundary nodes. Four
fundamentally different metering and marking algorithme a

used to detect pre-congestion: excess marking, excessngark
with marking frequency reduction, exhaustive marking, and
D. End-to-End PCN fractional marking. In the following, we describe the metgr

End-to-end PCN [46] assumes that all links providing Qo%r!d marking algo_rithms based on token buckets (TB). Other
support implement PCN metering and marking. The CorR_nncnples, e.g. virtual queues [45], can also be used for
munication endpoints, i.e. source and destination of a Pcf(Plementation.
flow or proxies thereof, react to the packet markings in a
similar way as to ECN but perform AC and FT instead of Excess Marking
rate reduction. Since PCN sources and destinations take ove .
the functionality of PCN ingress and egress nodes, the gbdnce Expess marking [22] marks_ those packets that exceed a
of a PCN domain is no longer needed. Packets from end-ﬁ?—rta'n refgrence rat& on a I|nk_ SO that_ the non-m_arl_<ed
end PCN flows are preferentially forwarded by all upgradetaamc rate is at mosR. When configured with the admissible
PCN nodes in the Internet. When they traverse an edge-to-e&%@uf)portable rateO.R. SR as .reference rate, the rate of the
PCN domain, they do not receive special treatment by tfy cess-marked traffic is ,an estlmate of Afe orSR—overIoad.
network boundaries, but they are metered, possibly markedl) Plain Excgss Markmgflam gxcess mgrklng 'uses aTB
and preferentially forwarded like packets from edge-tgeed w!’[h a bucket siz&s. The TB is contmupusly filled wnh_tokgns
PCN flows. This is illustrated in Fig. 4. As end-to-end PCN/Ith @ reference ratR and the variableF shows its fill
can protect QoS only on links supporting PCN metering ardiate, i.e. the_ number of tokens in the bucket. The varitible
marking, its deployment in the Internet is more attractivew recprds the t_|me_z when the TB Was_last updated and the global
sufficiently many edge-to-edge PCN islands already exi¥@r|able_n0W|n(_1|cates the current time. . i
However, end-to-end PCN is rather a solution for deploymentAlg0rithm 1 is called for each packet. First, the fill state
in corporate networks than in the general Internet becafise®h the TB is updated and soi§. Only unmarked packets are
trust issues. Therefore, the current charter of the IETF WG giftered and marked. F is smaller than the packet siz

PCN covers only the standardization of edge-to-edge pcnthe packet is marked. Otherwise, the number of tokens in the
bucket is reduced by the packet sie

Source Destination

L]

&

Input:  token bucket paramete R, U, F, packet

size B and markingM, current timenow
F =min(SF + (now—IU)-R);
U = now,
if (M # marked)then

f j PC;VTJ@H\
w

Q—to-end (
flow

B’
N\
- @& ]

( \%/ ) ( %’ > if (F <B) then
L 3 ‘ % M = marked;
T N else
% Router with metering & F=F-B;
marking functionality end If
end if

Fig. 4. End-to-end PCN flows transparently traverse edesdte PCN

domains and perceive them as islands with only PCN-capaldesnéom  Algorithm 1: EXCESS MARKING: only those packets exceed-
hich th i f . .

which they receive preferred treatment ing the reference ratR are marked.

Mechanisms for end-to-end PCN are more challenging thanThis type of marking behavior has the great advantage that
for edge-to-edge PCN. An ingress-egress aggregate (IEA)s readily available in today’s routers. It is used by was
comprises all PCN flows between one PCN ingress node gmposals [6], [16], [17], [40] that are reviewed in SectlMA,
another PCN egress node. With edge-to-edge PCN, the P&eact. VIII-B, Sect. VIII-C, and Sect. VIII-D.
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2) Excess Marking with Packet Size Independent Markinglf the metered traffic rate exceeds the reference Ratine
(PSIM): The marking in Algorithm 1 depends on the packdbkens are faster consumed than refilled and the fill State
size B. This can lead to unfair treatment of flows with largef the TB goes to zero and remains small. Thereféretays
packets if the packet markings are used as hints whethebedow the marking threshol@ and all packets are marked.
certain flow should be admitted or terminated [46]. Pack&hreshold marking is applied by [6], [16], [40], and [63] ése
size independent marking can be achieved by substitutiBgct. VIII-A, Sect. VIII-C, Sect. VIII-D, and Sect. VIII-E)
the condition (F < B) in Algorithm 1 by (F < 0). As a 2) Ramp Marking: The intention of ramp marking is to
consequence, the fill state can become negative for a whilstart marking early when the fill state of the TB is still high.

Packets are marked with a probability that depends on the TB
il state F. It linearly increases from an upper TB threshold
ramp t0 @ lower TB threshold'. If F is belowT, all packets

The proposals in [6] and [69] (see Sect. VIII-C andre marked. Ramp marking can emulate threshold marking by
Sect. VIII-G) require that only a fraction of the traffic ratesettingTamp=T. Ramp marking is clearly inspired by RED.
that is above the reference rafe is marked. This can be In contrast to RED [25], the marking probability depends on
achieved by excess marking with marking frequency reduoctithe current TB fill state= instead of an exponential average
(MFR). Simple MFR takes only the number of marked packetsereof. Ramp marking is more complex and computationally
into account while proportional MFR takes also their siz® in expensive than threshold marking since it requires random
account. We show how both options can be implemented. numbers. Ramp marking was considered as an alternative to

1) Excess Marking with Simple MFRSimple MFR threshold marking in [14]. Ramp and threshold marking have
is achieved by extending Algorithm 1 withif (M = been investigated in [45], but no significant benefit of ramp
marked then F =min(S F +1)) at its very end. Thus, a fixed marking was found.
increment ofl tokens is added to the TB for each marked
packet. Note that it is irrelevant whether the packet wakewar D. Fractional Marking
by the current call of the algorithm or by a previous call at a In contrast to exhaustive marking, fractional marking nsark
preceding node. only 1/N of the traffic when the metered rate exceeds its

2) Excess Marking with Proportional MFRIt was shown reference rateR. Algorithm 3 achieves that behavior. It is
in [46], that MFR in proportion to the size of marked packets simple extension of threshold marking and requires an
improves the control over some FT algorithms. It can hedditional byte counteEnt. Its behavior differs from threshold
achieved by scaling the increménwith the size of the marked marking only if the fill stateF of the token bucket falls
packet:l = 3-B wheref3 is a constant scaling factor. below its thresholdr. In that case, the packet is marked only
if the counterCnt is negative and then the countént is
increased byN - B. Afterwards, the counte€nt is decreased
by the packet siz® regardless of its value. This modification

Exhaustive marking marks all packets on a link whegffects that only IN of the PCN traffic is marked when the
the metered rate exceeds its reference RtéNe present metered rate exceeds the reference Rat€his algorithm also
two different implementations that provide similar makin achieves packet size independent marking. The algorithm ca
behavior. be easily modified so that/N of the packets are marked

1) Threshold Marking: The basic structure of thresholdinstead N of the data rate. Fractional marking is used in
marking is similar to the one of excess marking. Howeves3] (see Sect. VIII-E).
packets are marked if the fill stake of the TB is lower than

. , , , fi
B. Excess Marking with Marking Frequency Reduction (MF

C. Exhaustive Marking

a configured threshold, i.e., marking is independent of the Input:  token bucket paramete& R, IU, F, T
packet size. Moreover, the fill stafe is reduced by the size " counterCnt. denominatoN of fraction.
of each metered packet regardless of whether it was alrgady 1/N packét sizeB and markingM, current
marked or not. Algorithm 2 explains threshold marking jn time’ now '
detail.
F =min(SF + (now—-1U)-R);
Input:  token bucket paramete& R, U, F, T, :fU(: 20_\;\13 then
packet sizeB and markingM, current time if (Cnt<0) then
now M = marked,;
F =min(SF + (now—1U)-R); Cnt=Cnt+N-B;
U =now;, end if
if (F<T) then Cnt=Cnt—B;
M = marked,; end if
end if F =max0,F —B);
F = max0,F —B); Algorithm 3: FRACTIONAL MARKING: 1/N of the traffic is

Algorithm 2: THRESHOLD MARKING: all packets are marked marked if the PCN rate exceeds the reference Rate

if the PCN rate exceeds the reference fate
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In the following, we explain constraints that need to be
respected when reusing the DS field for PCN encoding.

1) Problems with DSCPsDSCPs are intended to indicate
the per-hop behavior (PHB) for a packet. The PHB denotes
how a packet is to be scheduled and buffered or dropped inside
a DiffServ node. It has only local meaning as ingress nodes of
DiffServ domains can change the DSCP of a packet. This is a
Fig. 5. Applicability of AC methods with different marking seimes. potential threat to the persistence of PCN markings when PCN

should ever be extended towards multiple domains. The DSCP
may be reused either to just indicate that a packet belongs to
E. Summary of PCN Marking Methods PCN-enabled flow or to indicate both whether a packet belongs

Th d . d Ki hod to the PCN class and whether it is marked or not. The latter
e presented metering and marking methods are SUMM&uires at least two DSCPs which is problematic as only very

rized in Fig. 5. Excess marking marks the metered traffic thﬂ/\/ DSCPs are available. In addition, if more than a single
excgeds the reference. rate of the marker. There are tWOSBXGSE N class should ever be supported, the number of required
marking methods: plaln EXcess mark'”g,has the.tenQencydgCPS scales with the number of supported PCN classes.
mark larger pack_ets W'.th higher pr(_)bat_nllty. This is difiat . 2) Problems with the ECN Field and Tunnelingunnel-

for excess m_arkmg_ with pa_lcket siz€ mdepende_nt markmiglg adds another IP header to a packet. The header of the
Excess marking with marking frequency reduction (MFR}ina| nacket becomes the inner header and the new header
marks traffic in proportion to the metered traffic thgt exeeeql . .omes the outer header which is processed by forwarding
the reference rate. The strength of the MFR can be independgd < The encoding scheme must cope with tunneling within

of or proportional to the size ,Of the marked packgts. Exfrewist CN domains. However, various tunneling schemes limit the
marking marks all packets if the metered traffic exceeds tggrsistence of the ECN field in the top-most IP header to a

reference rate. In contrast to threshold marking, ramp m@rk jigarent degree. Two IP-in-IP tunnelling modes are defiimed
reacts more sensitive to fluctuations of the metered tréffic. E_)S] and a third one in [61] for IP-in-IPsec tunnels
nT

case of short-term traffic bursts, it marks more packets tharny, limited-functionality option in [58] requires that the
threshold marking when the rate of the metered traffic i$ stjt~\ codepoint in the outer header is set to not-ECT. As
below the reference rate, but this does not significantlyaichp a consequence, ECN routers along the tunnel drop packets

f[he.bghawor of PCN-basqu AC anpl FT. Fractional markiNggieaq of mark them in case of congestion. The tunnel egress
IS 5|.m|lar to threshold maf"'”g’ but it ma.rks onlyN of the just decapsulates the packet and leaves the ECN codepoints
traffic when the metered traffic exceeds its reference rate. of the inner packet header unchanged. This tunneling mode is
not useful for tunnels inside PCN regions because the ECN
V. ENCODING OPTIONS FORPCN MARKING marking information from the outer ECN field is lost upon

PCN requires an encoding scheme to record in the IP hea@fapsulation.

whether a packet be|ongs to a PCN flow and whether it haSThe fuII-funCtionaIity Option in [58] I'equil’es that the ECN
been re-marked by a PCN node due to pre-congestion. Tepsdlepoint in the outer header is copied from the inner header
difficulty is that there are almost no free bits in the IP head&nless the inner header codepoint is CE. In this case, tie out
that can be used for that purpose so that bits which are gired¢ader codepoint is set to ECT(0). This choice has been made
in use need to be reused. First, we briefly summarize gendfil Security reasons to disable the ECN fields of the outer
encoding issues and then we present several encoding sptid@ader as a covert channel. Upon decapsulation, the ECN
that are currently discussed in IETF. Finally, we present &@depoint of the inner header remains unchanged unless the

abstraction that allows to speak about packet markingsowith Outer header ECN codepoint is CE. In this case, the inner
the knowledge of the exact encoding scheme. header codepoint is also set to CE. This preserves outeehead

information if it is CE. However, the fact that CE marks
) ) ) of the inner header are not visible in the outer header is a
A. Encoding Issues with DSCPs, the ECN Field, and Tunnef:ohiem for all sorts of excess marking as they take already
Ing marked traffic into account (see Sect. IV-A and Sect. IV-A2).
The differentiated services (DS) field in the IP header [54]loreover, it is a problem for some FT mechanisms that require
is planned to be reused for PCN encoding. The type of servigeeferred dropping of marked packets to work properly (see
(TOS) octet in the IPv4 header [55] and the traffic class oct8ect. VII-F2, VIII-A, and VIII-B).
in the IPv6 header [20] were redefined to the DS field in [54]. Tunneling with IPSec copies the inner header ECN bits to
It consist of the 6 bit DiffServ codepoint (DSCP) and the 2 bihe outer header ECN bits [61, Sect. 5.1.2.1] upon encapsu-
“currently unused” (CU) field. Later, the CU field was renameldition. Upon decapsulation, CE-marks of the outer header ar
to the explicit congestion natification (ECN) field [57], [68 copied into the inner header, the other marks are ignoreth Wi
Encoding in MPLS is even more challenging. To differentiatéhis tunneling mode, CE marks of the inner header become
traffic, the 4 bytes shim header has only the 3 bit EXP-fiedsible to all meters, markers, and droppers for tunneled
for experimental use [59]. It has recently been renamedédo ttraffic. In addition, information from the outer header can b
traffic class (TC) field [3]. propagated into the inner header. Therefore, only IPSetetan

Excess Excess marking

marking with MFR Exhaustive marking Fractional

Marking

| Plain

| With simple MFR | | Threshold marking |

| With PSIM | | With propotional MFR | | Ramp marking |

Packet marking layer
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should be used inside PCN domains when ECN bits are reusedtoding extensions. When PCN packets enter a PCN domain,
for PCN encoding. However, limitations still apply. Onlyeth they are marked with a NM codepoint and they are possibly

CE codepoint can be used to re-mark packets as the changenarked to M by PCN nodes. Hence, this encoding scheme
of one of the other codepoints in the outer header to any otfalows the use of a single marking scheme which may be, e.g.,
codepoint is not persistent after decapsulation. excess or threshold marking.

3) Problems with the ECN FieldThe guidelines in [24] 2) PCN 3-State Encoding Extension in a Single DSCP (3-
describe how the ECN bits can be reused while being compi-1): 3-in-1 encoding is an extension of baseline encoding
ible with [58]. A CE mark of a packet must never be changeahd assumes that the re-marking limitations due to tungelin
to another ECN codepoint. Furthermore, a not-ECT mark (fee Sect. V-A2) will be resolved in the future, e.g., by [13]

a packet must never be changed to one of the ECN-capableat means, ECT(1) and CE must be copied from the outer
codepoints ECT(0), ECT(1), or CE. When the ECN field ibeader to the inner header upon decapsulation. As a conse-
reused for PCN marking, care must be taken that this rulegsence, two different marking schemes can be concurrently
enforced when PCN packets leave the PCN domain. There ased: ECT(1) indicates that packets are marked by the one
two basic options to handle ECN flows when the ECN fielscheme and CE indicates that packets are marked by the other
is reused for PCN marking in a DiffServ domain. scheme. As most proposals use threshold and excess marking,
a) Disabling ECN: The PCN ingress node sets théhese codepoints are called ThM and EcM (see Table I).
appropriate ECN mark in incoming packets to indicate th&ince they allow re-marking of ThM-marked packets to EcM-
they are initially unmarked. The PCN egress node resets thasiarked packets but not vice-versa, CE is chosen for EcM to
ECN field to not-ECT to make sure that previous not-ECibe compatible with [24].
marks are not changed to any other ECN marks through the3) Packet-Specific Dual Marking:Packet-specific dual
PCN domain. This disables ECN for PCN flows so that theparking (PSDM) has been presented in [41], [42] as an
cannot profit from both ECN and PCN. As it is prohibitiveextension of baseline encoding. It also supports two caeatir
to change CE marks to not-ECT, CE-marked packets must iarking schemes. However, in contrast to 3-in-1 encoding
dropped by PCN ingress nodes. it does not assume any changes to the tunneling rules and
b) Tunneling ECN Marks:Another option is tunneling supports only one marking scheme per packet. Table | sum-
ECT- or CE-marked packets through the PCN domain usimgarizes the meaning of its ECN field. Unmarked packets that
the limited-functionality mode. This preserves the oriin are subject to excess marking have the ECNM (“not excess-
ECN field so that PCN egress nodes receive PCN feedbaoRrked”) codepoint in their header while unmarked packets
and end systems receive ECN feedback which is not modifith@it are subject to threshold marking have the ThNM (“not
by the PCN domain. Moreover, CE-marked packets do nibtreshold-marked”) codepoint. When a packet is marked by

need to be dropped by the PCN ingress node. the marking scheme it is subject to, its codepoint is set to
“marked” (M). The marking algorithms must be configured so

that excess marking re-marks only ExXNM packets to M and
threshold marking re-marks only ThNM packets to M. PSDM
Different proposals for PCN-based AC and FT require ig useful when AC relies on probe packets (see Sect. VI-A and
different number of codepoints to mark packets. Thereforgect. VI-C) that are subject to threshold marking and Feseli
many encoding options have been presented and discussedniriata packets that are subject to excess marking. The benefi
IETF. However, we review only those that use a DSCP tf PSDM is that two marking schemes are supported using
indicate PCN traffic, use the ECN field to indicate the markingnly a single DSCP. When routers implement two marking
and conform with the limitations due to tunneling. schemes, but only one of them is used, the routers do not
The VOICE-ADMIT DSCP is currently about to be stanneed to be configured which marking scheme applies as the
dardized to indicate EF-PHB for AC-controlled flows [8]packets tell them which marking scheme to use. This is anothe
All encoding schemes presented in this section assume thahefit of the PSDM semantics.
the ECT(0), ECT(1), and CE codepoints of this DSCP can4) General Dual Marking:General dual marking (GDM) is
be reused to mark PCN traffic and that only its not-ECa&n extension of baseline encoding that supports two cosicurr
codepoint remains for the original purpose of VOICE-ADMITmarking schemes. In contrast to PSDM, both marking schemes
By disallowing the other ECN codepoints for this traffic typ&an apply to all PCN packets and in contrast to 3-in-1,
in the PCN domain, VOICE-ADMIT flows cannot profit fromGDM does not assume modified tunneling rules. As only the
ECN unless their packets are tunneled through that domain aE codepoint can be used for re-marking, another DSCP is
PCN marking is applied only to the outer header as describeeeded in addition to VOICE-ADMIT for which ECN is also
in Sect. V-A3. disabled. The meaning of the combined DSCP and ECN field
1) Baseline Encoding:Baseline encoding has been preis summarized in Table I. When packets of a PCN flow enter
sented in [53]. The meaning of the ECN field if the PCNt PCN domain, their DS field is set to NM. When packets
DSCP is set is summarized in Table |. The not-ECT codepoiate threshold- or excess-marked, their DS field is set to ThM
is used as “not-PCN” indicating that this traffic is not undeor to EcM. Excess markers meter NM- and ThM-marked
PCN control. ECT(0) is reused to label “not-marked” (NM)ackets and possibly re-mark them to EcM. Threshold markers
PCN packets and CE is reused to label “marked” (M) packetseter all PCN packets and possibly re-mark only NM-marked
ECT(1) is reserved for “experimental use” (EXP) to allowpackets to ThM.

B. Encoding Options
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TABLE |
INTERPRETATION OF THEECN FIELD FOR VARIOUSPCNENCODING OPTIONS

[ Encoding | DSCP [ Not-ECT (00) | ECT(0) (10) | ECT(Z) (01) | CE (11) |
Baseline | VOICE-ADMIT not-PCN NM EXP M
3in-1 | VOICE-ADMIT Not-PCN NM ThM EcM
PSDM | VOICE-ADMIT not-PCN EcNM ThNM M
GDM VOICE-ADMIT not-PCN NM cU ThM
GDM DSCP 2 not-PCN cu cu EcM

GDM-LES | VOICE-ADMIT not-PCN NM(Not-ECT) NM(CE) ThM
GDM-LES DSCP 2 not-PCN NM(ECT(0)) | NM(ECT(1)) EcM

5) General Dual Marking with Limited ECN Support: A. Probe-Based AC for Individual Flows (PBAC-IF)
GDM with limited ECN support (GDM-LES) is an extension
of GDM [52]. It suggests to set the DS field of packets b$
longing to PCN-enabled flows to NM(not-ECT), NM(ECT(O))W.th i licit prob ket
NM(ECT(1)), or NM(CE) according to the value in the ECN ithou e>§p.|0| prg € péc € s.. . . .
field before entering the PCN domain (see Table I). Thus,l) Explicit Prob|ng:W|th.ex.pI|C|t probing, the PCN ingress
CE-marked packets do not need to be dropped by the P@Rfje generates upon admission request one or more unmarked
ingress node (see Sect. V-A3). When PCN packets leave fif@P€ packets and sends them to the appropriate PCN egress
PCN domain, the original ECN field of NM-marked packetQOde' The egress_node retur_ns the probe pacl_<ets to the PCN
is restored and the DS field of ThM- or EcM-marked packet89€SS node and if the PCN ingress node receives all of them
of ECN-enabled flows is set to CE. This provides pcNdnmarked, the new flow can be admitted, otherwise it must
feedback to ECN-capable endpoints which may be useful ¢ Plocked. This delays the probing decision by at least one
the future [62]. However, this mechanism requires sigmgalifound trip time of the PCN domain. Probing basically works
from the endpoints to indicate whether this combined ECN ajgth any marking scheme. However, with exhaustive marking,

PCN feedback is desired. Thus, GDM-LES induces significa‘?’uSingle probe packet is enough to test whether the prospecti
complexity. path of the new flow isAR-pre-congested. With excess or

6) Providing PCN Feedback to ECN ReceivelsECN re- fractional marking, only some packets are marked and many

ceivers wish to receive combined ECN feedback from outsi&PPe packets are needed for a reliable admission decision

PCN domains and PCN feedback from inside PCN domail/]- ) .
[62], this needs to be signaled explicitly to PCN ingress and!f the PCN ingress node does not know the corresponding
egress nodes (see Sect. V-B5). This behavior can be achiel&d\N egress node for an admission request, the probe packets
when PCN ingress nodes encapsulate the packets in IPSa@ be sent_ to the final destination and t_hey are intercepted b
tunnels and PCN egress nodes decapsulate this traffic. TH0§, réspective PCN egress node to avoid that they leak out of

ECN marks are saved through the PCN domain and potenff3 PCN domain. In case of multipath routing, probe packets
PCN marks are added (see Sect. V-A2). must even have the same source and destination address and

port as the future data packets to guarantee that they are
C. Encoding Abstraction forwarded on the same path. This is due to the fact that reuter

’ usually apply flow-based load balancing algorithms [38].

In the remainder of this paper, we abstract from the specificz) Implicit Probing: Probing can also be done implicitly,
encoding _scr‘lleme. We assur_ne"that all unmarked packets @ i, the presence of an end-to-end resource reservation
labelled with “no-pre-congestion” (NP), packets are rek8e. ,qtqcol such as RSVP [6]. To establish a reservation, RSVP
to “admission-stop” (AS) when the reference rate of thgnqys 4 PATH message to explore the path of the future data
marker was set to the admissible rate and to “excess-traﬁgéckets and each RSVP-enabled node sets up a PATH state.
(ET) when the reference rate of the marker was set 10 thfe gestination responds with a RESV message to set up the

supportable rate. When two concurrent marking schemes ateq v ation (RESV state) hop-by-hop along the exploret. pat

in IUS?’ AS-marked packets are possibly re-marked to ET Bty and RESV messages are periodically sent to refresh
not vice-versa.

the flow states as they otherwise expire (soft state priagipl
We briefly explain how PATH and RESV messages can be
VI. PCN-BASED ADMISSION CONTROL (AC) reused for probing. Interior nodes of a PCN domain are uguall

When PCN markers are configured with the admissible ratBR§VP-disabled so that PCN ingress and egress node are
of the links, they start marking traffic as soon as the PCheighboring RSVP nodes. When the PCN egress node receives
rate on the links exceeds that rate. Then, egress noded detacinitial PATH message, it forwards the message as usual if
AS-marked packets and this information is used to perforinis not AS-marked. Otherwise, it sends back a PATHERR
AC. There are basically two different approaches for PCNressage to the previous RSVP hop to indicate that the new
based AC. Probe-based AC for individual flows relies on tHeow should be blocked. Thus, when the PCN ingress node
feedback of probe packets that are associated only witle thesceives an initial RESV message, the corresponding PATH
flows. IEA-based AC relies on the current AC state of thmessage was not AS-marked when travelling across the PCN
ingress-egress aggregate (IEA). We review both of them domain and the respective flow can be admitted. In contrast
the following. to explicit probing, implicit does not required explicitqtre

We first explain the general concept of PBAC-IF by explicit
BAC-IF and then present how implicit PBAC-IF works
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Fig. 6.  Applicability of AC methods with different marking seimes; technically difficult
solutions are greyed out.

packets and it does not delay the reservation setup. packet [6]. It turns the state back &mimit when it has not
seen an AS-marked packet O, time. Dpjo, is the only

B. Ingress-Egress-Aggregate-Based AC (IEABAC) configuration parameter of OBAC. OBAC works well with

’ exhaustive marking, excess marking, and fractional mgrkin

IEABAC assumes that all traffic from one PCN ingress to 3) PBAC for IEAs (PBAC-IEA)With PBAC-IEA, the PCN
another PCN egress node takes the same path. Each IEAniess node sends explicit probe packets in regular ialerv
associated with a single AC staté whose value is either 1o the PCN egress node. This kind of probing is simpler
admit or block When a new flow requests admission, the Aghan PBAC-IF since it does not need to make sure that probe
entity needs to find out which IEA the new flow belongs t@sckets take the same path as prospective data packets of an
and then it admits or blocks it depending on the AC skat&f  ggmission request. If a probe packet is missing or if it is AS-
that IEA. More precisely, the PCN ingress node keeps the Afarked, it turns the AC-stat€ of the IEA toblock It turnsK
stateK and the PCN egress node sends admission-stop @k toadmitwhen it has not detected missing or AS-marked
admission-continue messages to toggle the admissionod:ongackets fongTi&k time. The frequency of probe packets and
stateK of the PCN ingress node. In the following, we preserymin, are the two parameters of this method. This method
three different methods to control the AC st#teof an IEA.  ¢an also be applied with any marking scheme. However,

1) CLE-Based AC (CLEBAC)With CLEBAC, the PCN excess and fractional marking require a higher frequency of

egress node measures the rates of AS-marked and non-f&he packets for reliable admission decisions than etivaus
marked data trafficASR nASR per IEA [6], [16], [69]. This marking.

is done based on measurement intervals of durd&ign Then,
the congestion level estimat€$ E = ;54X <pare calculated. _ _
If the CLE is smaller than or equal to a certain threshijge, C- Discussion of PCN-Based AC Methods
the AC stateK is set toadmit, otherwise it is set tdlock We briefly discuss the applicability of the presented AC
This method has two parameteBy, and Tcig. methods with different marking schemes, their usefulness i
To avoid oscillations of the AC stat€, the following hys- case of low flow aggregation per IEA, their applicability fvit
teresis may be used. If the CLE value exceeds an admissiomiltipath routing and for end-to-end PCN, and their impact
stop threshoIdTCALSéo'f the AC stateK is turned toblock on timeliness and accuracy of AC decisions.
if it falls below an admission-continue threshdid°™, the 1) Applicability of AC Methods with Different Marking
AC stateK is turned toadmit, otherwise, the AC stat& is SchemesFig. 6 summarizes the options for PCN-based AC.
not changed. This method depends on three paramé&@gis: Basically, any AC method can be combined with any marking
TARP and TAG™ scheme. However, threshold marking yields clearer feddbac
Another variant calculates the CLE based on an exptian excess or fractional marking and leads to faster ané mor
nentially weighted moving average (EWMA), i.€LE,ew= reliable control of the AC stat& for IEABAC. This is only
W- ssmorsrt (1— W) -CLEqqg [17]. an issue for IEAs with a small number of admitted PCN
CLEBAC can be used with any marking scheme. Witlows. Moreover, excess and fractional marking require more
exhaustive marking, the admission result is rather inggasi probe packets for any kind of PBAC so that explicit PBAC-IF
to the value of the CLE-thresholds between 0 and 1 [47]. Witnd PBAC-IEA are impractical and implicit PBAC-IF is even
excess or fractional marking, the CLE-thresholds must Ibe sepossible. The same holds for excess marking with MFR
to positive values close to 0. which is omitted in the figure.
2) Observation-Based AC (OBACYith OBAC, the PCN Hence, PBAC methods require threshold marking to work
egress node observes the data traffic per IEA and turns thell. In contrast, most FT method require excess marking.
AC stateK of an IEA toblock when it detects an AS-markedTherefore, the application of PBAC calls for two marking
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schemes which is more difficult for PCN encoding than af single marking schemes, and explain what we understand
single marking scheme. However, it can be achieved willy over- and undertermination.

PSDM when probe traffic is only subject to threshold marking 1) Basic Termination StrategiesWe assume that a FT
and data traffic is subject to excess marking. entity can terminate already admitted PCN flows if neces-

2) Usefulness of AC Methods in Case of Low Flow Agary. Termination implies sending a teardown message, e.g.
gregation per IEA: When the average number of PCN flowlRESVTEAR in RSVP, and modifying packet filters in the PCN
per IEA is small, many IEAs are even empty. This scenariogress nodes to exclude terminated flows from prioritized
is even quite likely in the future [21] for large networksforwarding. Basically, the FT entity can be collocated with
carrying realtime flows in spite of many PCN flows pePCN ingress nodes, PCN egress nodes, or it may be located
link. Empty IEAs are problematic for CLEBAC and OBACIin a central node.
because they cannot block new admission requests. As & resulPCN ingress and egress nodes can inform the FT entity to
overadmission can easily occur [48]. This cannot happeh witmove admitted PCN traffic in three different ways. They may
all PBAC methods including PBAC-IEA. signal the IDs of explicit flows that need to be terminatedyth

3) Applicability of AC Methods with Multipath Routing: signal the PCN rate that should be terminated (terminatita r
All IEABAC method including PBAC-IEA cannot cope with TR), or they signal the PCN rate that should not be terminated
multipath routing as the admission of a new request is takédge-to-edge supportable rad&SR. While the flows to be
independently of the prospective path of the associated flderminated are already determined in the first case, the two
Therefore, flows are possibly admitted although their patlether options allow the FT entity to choose the flows to be
are alreadyAR-pre-congested and they are possibly blockagrminated from a larger set of flows, e.qg. all flows of a specifi
although their paths are ndtR-pre-congested. This cannotlEA. This allows to support termination policies such as low
happen with implicit or explicit per-flow probing when probeor high termination priorities which can be a useful featiore
packets take the same path as future data packets of the flempport emergency calls.

4) Applicability of AC Methods for End-to-End PCNn To work properly, the FT entity must know reliable rate
case of end-to-end PCN, IEAs do not exist as end systemfrmation about admitted flows, e.g., through measurémen
are the control entities of PCN flows. Therefore, all IEABAGesults or traffic descriptors that are possibly also appiie
methods are not applicable in this context and only PBAC-iRgress policers. Traffic descriptors usually overestamiie
methods remain for this application scenario. flow rates. As a result, too little traffic is terminated when

5) Impact of AC Methods on Timeliness and Accuracy téaring down flows with an overall rate equal to the termorati
Admission Decisionsimplicit PBAC-IF is based on recentrate TR this requires additional termination steps. Likewise,
PCN feedback and does not delay admission decision. Explicio much traffic is terminated when tearing down all flows
PBAC-IF is also based on recent PCN feedback and delaysept for a set of flows with an overall rate equal to the
admission decisions by at least one round trip time of the PGge-to-edge supportable rd&&SR this immediately leads to
domain which is quite short. IEABAC methods do not delagvertermination.
admission decisions as they are performed based on the loc&l) Impact of Multipath Routing:If multipath routing is
AC stateK. However, the AC stat& may have been set aused in a network, flows of a single IEA may take different
while ago and does not reflect the current pre-congestidge stpaths [38]. Some of these paths may3#pre-congested, oth-
of the associated path. The parameters to control that detay ers not. Depending on the configuration of marking algorghm
Dwm for CLEBAC, Dg}g‘ck for OBAC and PBAC-IEA, as well a marked packet denotes that the corresponding flow is darrie
as the frequency of probe packets for PBAC-IEA. Moreoveoyer anAR- or SRpre-congested path. We call such a flow
the use of excess or fractional marking for AC also leads &dso marked. Therefore, marked flows are good candidates for
delayed control of the AC statié as only a few packets aretermination while non-marked flows of the same IEA may

marked in case oAR-pre-congestion. be carried over non-pre-congested paths. Thus, termimafio
only marked flows is important for a fast reduction 8R
VII. PCN-BASED FLOow TERMINATION (FT) overload and the persistence of flows on non-pre-congested

paths [49]. The PCN egress node can record recently marked

FT method PCN feedback to det8Bpre- ti :
Metnods use cechact 1o detsspre-congestion éll%Ns and the FT entity may choose only marked flows for

and terminate already admitted flows if necessary. There S o .
basically three different approaches: measured-rateltfase termination. In that case, packet size .|ndepend§ent Wa(‘“?@
termination (MRT), geometric flow termination (GFT), angect: V-A2) sh(_)uld be used to achieve termination falrne_ss
marked-packet based flow termination (MPT). We provid%mong flqws with small and_large packets, M(_)reover, this
some general remarks about flow termination, present t‘rqga requires that the FT entity is collocated with the PC.N
different mechanisms in detail, point out general proble ress node or the PCN egress nodes need to communicate

with some FT methods, and finally discuss and summari ¢ Information abogt marked flows to thg FT ent@ty. "
the shown mechanisms. 3) AC and FT with Only Two Codepointsthe intuitive

approach for PCN marking is dual marking which requires
o three codepoints (NM, AS, ET). A threshold marker with the
A. General Remarks about Flow Termination reference rate set to the admissible rate re-marks all NM-
We briefly discuss basic termination strategies, the impfctmarked packets to AS in case 8R-pre-congestion and an
multipath routing, show some motivation for and implicaso excess marker with the reference rate set to the supportable
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rate re-marks all NM- or AS-marked traffic above the sumn appropriate set of flows from the IEA. To avoid overter-
portable rate to ET. Therefore, with dual marking it is easy mination, TR should not be overestimated and a minimum
detectAR-pre-congestion and to determine the amounB8Bf  inter-termination timeD{2t¢" between consecutive termination
overload. However, three PCN codepoints are more difficult &ctions is required to make sure that the new measurement
claim than only two codepoints due to the unavailabilityreef results for that IEA already reflect the last terminationact
codepoints in the IP header (see Sect. V). Therefore, comcep a) MRT-DTR with Marked SR-OverloadVhen the ref-
supporting both AC and FT methods with only two differenérence rate of the excess marker is set to the supportable
codepoints are attractive. This can be achieved by using diite, SRoverload is marked. The PCN egress node takes
ferent fractions of marked PCN traffic to differentiate beém the measured rates of ET-marked traffic per IEA as a direct
AR- and SRpre-congestion. We review two approaches in thestimate of the termination rafeR In case of packet loss, the
following. termination ratel Ris underestimated and several termination
a) Fractional and Threshold MarkingThe proposal in steps are needed. Preferential dropping of unmarked acket
[63] proposes to use fractional marking with the referencuitigates this problem.
rate set to the admissible rate and threshold marking with th  b) MRT-DTR with Marked AR-Overload/Vhen the ref-
reference rate set to the supportable rate. As a consequercence rate of the excess marker is set to the admissible rate
in case of ARpre-congestion only a fraction of the PCNAR-overload is marked. The PCN egress node measures the
traffic is marked and in case @Rpre-congestion all PCN rates of AS-marked and non-AS-marked traffRSRnASRH
traffic is marked. However, the amount of marked PCN traffignd calculates the termination rate BYR = nASR+ ASR—
gives no information about the quantity of ti#Roverload. u-nASR= ASR- (u—1)-nASR In case of packet loss, the
In Sect. VII-C we present a termination method which workiermination ratdl Ris underestimated if marked and unmarked
with this two-codepoint marking scheme. packets are lost with the same probability. Preferentiapdr
b) Single Marking:Single marking [15], [17] uses excessping of marked packets leads to a stronger underestimation o
marking with the reference rate set to the admissible rafék while preferential dropping of unmarked packets leads to
as a single marking scheme. As a consequence, as sowarestimation off R
as packets are markedR-pre-congestion can be detected 2) MRT with Edge-to-Edge Supportable Rates (MRT-ESR):
which is required for AC. Furthermore, the admissible andlRT-ESR calculates an estimate of the edge-to-edge support
supportable rate on all links are connected by able rateE SRand signals it to the FT entity. It terminates an
appropriate set of flows from the IEA so that the overall rate
SR=u-AR 1) of the remaining flows i€ SR Traffic must be terminated only

using a domain-wide constantAnd as soon as the proportionif the PCN egress node has detecBf@ipre-congestion which
of marked packets is larger thafi;, SRpre-congestion can needs to be signalled explicitly. To avoid overterminatiBSR
be detected which is required for FT. This approach has tRould not be underestimated. A minimum inter-termination
additional advantage that only a single marking scheme tige between consecutive termination actions is not rgdwr
needed and that excess marking already exists. Both lead'ft¢ advantage of MRT-ESR compared to MRT-DTR is that
simpler and cheaper hardware. In Sect. VII-B and Sect. VII-B Single termination step suffices to remove overload even in

we show how FT methods can use marki@overload for C€ase of severe packet loss.
their termination decisions. a) MRT-ESR with Marked SR-OverloadThe PCN

4) Over- and UnderterminationA FT method is expected €9ress node takes the measured rates of non-ET-marked traffi

to terminate only so much traffic that the PCN rate oBRa  Per IEA as a direct estimate of the edge-to-edge supportable
pre-congested link is reduced to its supportable rate. Ifemd@t€ ESR Termination is required only if ET-marked packets
traffic is terminated, we talk about overtermination. Ifdesh@ve been observed. To avoid overtermination in case ofgpack
traffic is terminated, we talk about undertermination. mac 0SS, preferential dropping of marked packets is needed.

rate PCN feedback due to statistical variation or wrong PCN  b) MRT-ESR with Marked AR-OverloadThe PCN
feedback due to multipath routing can cause overterminati9ress node measures the rates of AS-marked and non-AS-
Undertermination can occur in combination with multipatfnarked traffic ASRNASR and calculates the edge-to-edge

routing and single marking schemes (see Sect. VII-E1). supportable rate bl SR=u-nASR Traffic must be terminated
only if NASR+ ASR> u-nASRholds. To avoid overtermination

o in case of packet loss, preferential dropping of marked g@iasck
B. Measured-Rate Based Flow Termination (MRT) is needed.

MRT requires excess marking in PCN nodes. All operations 3) MRT with Indirectly Measured Termination Rates (MRT-
are performed per IEA. PCN egress nodes classify the reteif@R): With MRT-ITR, the PCN egress node provides an
PCN traffic into IEAs and measure the rate of marked @stimate of the edge-to-edge supportable B&R and the
unmarked traffic based on measurement intervals of duratiB&€N ingress node provides an estimate of the ingresd Rate
D . Flow termination is possibly triggered at the end of sugber IEA. The termination rate is calculated BBR=IR—ESR
measurement intervals. Appropriate signalling is required to convey the inforroati

1) MRT with Directly Measured Termination Rates (MRTrom the PCN ingress and the PCN egress node to the FT entity
DTR): MRT-DTR calculates a direct estimate of the terminaogether with an indication whether termination is reqdire
tion rate TR and signals it to the FT entity which terminatesit all. MRT-ITR works with both markedSRoverload and
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markedAR-overload. The edge-to-edge supportable &R Sect. IV-B2). Then, only one packet is ET-marked &grbytes

as well as the indication dBRpre-congestion are derived ashat exceed the supportable rate on a link. The paranagter

in Sect. VII-B2a and Sect. VII-B2b, respectively. To avoidontrols the termination speed of MPT-MFR and its proper

overtermination in case of packet loss, preferential dirgpp choice prevents overtermination [46].

of marked packets is required to make sure that edge-to-edg@) MPT Based on Plain Excess Marking for Individual

supportable rateE SRare correctly measured. Flows (MPT-IF): With MPT-IF, PCN packets are metered
Like MRT-ESR, MRT-ITR accounts for lost PCN traffic. Itsand marked by plain excess marking and the reference rate

disadvantage is that measurementiRfis also required and of the marker is set to the supportable rate. Also here, packe

that the ratedR and ESRmust be timely correlated to avoidsize independent marking (see Sect. IV-A2) is important to

over- or underestimated termination rates [49]. achieve termination fairness among flows with small andelarg
packets. The PCN egress node maintains a credit counter
C. Geometric Flow Termination (GFT) for each flow. This counter is reduced by the size of each

received marked packet. When the counter is zero or negative,

. GFT assumes that the reference rate of threshpld markw}% flow is terminated. The initialization of the credit céem
is set to the supportable rate. Furthermore, fractionalkmar

ing based on the admissible rate is assumed for AC (S%oentrols the termination speed of MPT-IF in caseSstpre-

Sect. VII-E). Thus, in case oARpre-congestion, a sma"congestlon.The cred!t count.er needs to.be setto an.apa.tepn
; ; S value when the flow is admitted to avoid slow termination or
fraction of the packets is marked while in case SiRpre-

congestion, all packets are marked. As the marking is doﬂ\éertermlnatlon [46]

with the same codepoint, the PCN egress node computes 3) MPT Based on Plain Excess Marking for IEAs (MPT-

CLE (see Sect. VI-B1) for a specific IEA to differentiateI S‘): MPT-IEA is a modlflcatlon Of.MPT'IF for I.EA§ anq
. assumes the same marking behavior. The motivation is to
both cases. Hence, when the CLE value is larger than

certain threshold SRpre-congestion is signalled to the F_l_cﬁloo_se .ﬂOWS t.o.be terminated from a larger set to. support
. . - ; termination policies. The egress node of an IEA maintains a
entity which terminates a fixed percentageof the flows

. . - redit counter for that IEA which is reduced by the size of
of the corresponding IEA. Possibly several and sufficient . :
o : ach received ET-marked packet belonging to the IEA [50].
spaced termination steps are required to remove the re

overload. The PCN rate decreases lilte-x)¥ wherek is the When a packet arrives and the counter is already zero or

number of termination steps. This geometric decrease kead negative, a recently marked flow of the IEA is terminated.
ps. 1hIS g . Srhen, the credit counter is incremented by the product df tha
the name GFT. If the termination percentagés small, the

L . 07 flow's rate Ry and some time constafiif,c. The choice of this
termination process takes long.)fis large, overtermination . .
likely occurs, congtant determines the speed of $i§overload .red.uct|on,
but it should not be too small to avoid overtermination [46].
o 4) Marking Conversion from AR-Overload to SR-Overload:
D. Marked-Packet Based Flow Termination (MPT) The two algorithms MPT-IF and MPT-IEA require marked
With MPT, individual marked packets trigger the termiSRoverload. To support single marking, they should also
nation of single flows. As a result, MPT terminates flowsork with marked AR-overload. In [35] an algorithm was
successively and th8Roverload is gradually reduced whichpresented that converts an AS-marked stream into an ET-
may still be fast. This is different to MRT and GFT whichmarked stream by unmarking some AS-marked packets. That
terminate several flows in one shot. MPT terminates oniyeans markedAR-overload is converted into markeSR
recently marked flows by communicating their flow ID to th@verload. When preprocessing an AS-marked packet stream
FT entity which may be collocated with the PCN egress nodwith that algorithm, MPT-IF and MPT-IEA can be used as
This is an important feature in networks with multipath ingt termination method without any modification.

(see Sect. VII-A2). The conversion algorithm is shown in Algorithm 4. It is
We first present three MPT mechanisms that require tkalled for each packet arrival and either converts an egsti
reference rates of the marker to be set to the supportalgle raiS-mark into an ET-mark or clears it. The algorithm keeps

[46]. Then, we present a conversion algorithms that coavee counterCnt with maximum valueCntynax. The counterCnt
marked ARoverload into markedSRoverload which makes indicates how many AS-marked bytes can be re-marked to
two of the three presented MPT methods applicable in a singiemarked before a next AS-marked packet will not be re-
marking context. marked. For each non-AS-marked byte, the couat is

1) MPT Based on Excess Marking with Marking Frequendpcremented byu — 1, but it cannot excee@nthax. When
Reduction (MPT-MFR):MPT-MFR requires excess markinga packet arrives AS-marked and if the coun@nmt is not
with MFR and the reference rate of the marker must be setriegative, the packet is re-marked to unmarked and the counte
the supportable rate of the link. A flow is terminated as saon @&nt is reduced by the packet siZ& Otherwise, the packet
one of its packets is ET-marked [6]. If every packet excegdimemains marked which is then interpreted as ET-mark.
the supportable rate is ET-marked, many flows are terminatedThe conversion algorithm implements packet size indepen-
within short time so that overtermination occurs. Therefordent re-marking as the re-marking decisions are taken gmep
MPT-MFR requires that packets are ET-marked less freqyentliently of the packet size. A sufficiently large maxim@mninax
i.e., the PCN nodes should apply packet size independémt the counter is needed to tolerate short-term variatimins
excess marking (see Sect. IV-A2) with proportional MFR (sgeacket markings, i.e. a burst 8fAS-marked bytes should not
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Input:  counterCnt, maximum counter Siz€ntmax detects SRpre-congestion by received ET-marked packets.
packet sizeB and markingM Thus, SRoverload can be recognized when at least one flow
is carried over aSRpre-congested path which triggers FT.
FT terminates flows, but possibly also non-marked flows. The
termination process continues until enough flows on $fe
pre-congested paths are terminated. Several terminaiéms s

if (M == unmarked then
Cnt = min(CnmaxCnt+ (u—1) - B);
else if (Cnt>0) then {(M ==AS)}

Cnt=Cnt—B; are required because flows on nSRpre-congested paths are
M = unmarked; possibly also terminated. This can lead to overtermination
else ] MPT does not suffer from this problem as it terminates
enti/l |f: ET, flows only if at least one of their packets was ET-marked.

This guarantees that only flows 8Rpre-congested paths are

Algorithm 4: MARKING CONVERSION converts a stream terminated.

with AS- and non-AS-marked packets into a stream with ET- This is different with MRT based om\R-overload. Pack-

and non-ET-marked packets. ets are AS-marked so that egress nodes recoghizere-
congestion when they receive marked packets and only if

) ... . the fraction of received AS-marked packets is large enough,
be ET-marked. However, this tolerance also delays inigal rSRpre-congestion is detected. Thus, if a single pattSit

marking. The authors of '[35] stud!ed the perfgrmance of Mpﬂ-re-congested and the other paths are not, the egress node
based omAR-overload using marking conversion and showefossiply cannot deteRpre-congestion. If the egress node
that it can lead to significant overtermination. detectsSRpre-congestion, admitted flows are removed until
SRpre-congestion cannot be recognized anymore, i.e., until
E. General Problems of FT Methods the fraction of AS-marked packets is small enough. This

Like overtermination expresses the fact that more traffifdy be a case where one path is not pre-congested at all
than needed is terminated, undertermination means that 188d another path is eveBRpre-congested. When flows are
traffic is removed than necessary. In case of multipath mguti removed, flows from noi$Rpre-congested paths are possibly
over- and undertermination possibly occur for IEA-based Falso removed. Thus, undertermination may be observed on
methods (MRT and MPT-IEA). In scenarios with multiplesome paths while overtermination is observed on other paths
bottlenecks, overtermination occurs for all FT methods. \Wehen the termination process has completed.
briefly illustrate these two fundamental problems in the fol With MPT-IF, packet markings are evaluated per flow and
lowing. so end systems can detect whether a flow runs ov&Ryore-

1) Over- and Undertermination due to Multipath Routingcongested path. This is different with MPT-IEA when marking
With multipath routing, flows of the same IEA possibly tak&€onversion is used to cope with markéd-overload. The
different paths from the ingress to the egress node of the P@Nwking conversion algorithm is applied to the overallficaf
domain. Fig. 7 shows that these paths can experience ditferf there is substantial traffic from only lightly pre-conged

levels of pre-congestion. paths, the conversion algorithm possibly receives too f&wv A
markings to produce ET-markings so tHaRpre-congestion
ian’(r:e’:S % gggnot pe Qetected and underter.min.ation occursSRpre-
node/ \ gestion is detected, overtermination can occur althoug
only ET-marked flows are terminated because the ET-markings
/ \@ can result from AS-marked packets carriedAR or SRpre-

% congested paths.
‘ We briefly consider GFT. On the one han&Rpre-
congestion cannot be detected when the fraction of marked

% % packets is smaller than a certain CLE threshold. Then un-
\ dertermination occurs. On the other hand, GFT is usually

PCN applied with fractional marking based on the admissible rat
egress % and threshold marking based on the supportable rate. Then,

node marked flows were possibly marked dueAB-pre-congestion
Fig. 7. A multipath can consist of non-pre-congested Afd or SRpre- only in_Stead ofSF_%pre-conges_ti(_)n. Hencg_, the COIjld_itiOﬂ that
congested paths. IEA-based FT methods possibly lead toesnertation a flow is marked is not a sufficient condition that it is carried
when they react to marke8Roverload. They possibly lead to over- andgyer anSRpre-congested path.
undertermination when they react to marki&B-overload. A detailed study of over- and undertermination due to
multipath routing is provided in [49] and [35].

MRT and MPT-IEA are IEA-based FT methods. While 2) Overtermination due to Multiple Bottleneckd/Vhen
the termination of only marked flows is an important featura link or node fails, flows are possibly rerouted over a
of MPT-IEA, MRT is mostly discussed without this featurebackup path and the rerouted traffic causes simultaneous pre
Therefore, we focus in the following on the more specific MRTongestion on several links which we call multiple bottleks
method. With MRT based oSRoverload, the egress nodeWe consider the multiple bottleneck scenario in Fig. 8. €her
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are 2, 3, and 4 serial links. Aggregate O represents reroutate. Conversely, it does not make sense to use GFT when
traffic and the other aggregates provide cross traffic foheasuch information is available as GFT cannot profit from it.
link. We assume that the rerouted traffic turns all links B 2) Behavior under Packet Loss and Required Packet Drop
pre-congestion so that traffic is terminated. This problem hPolicies: GFT terminates a fixed fraction of the admitted
been studied in [36]. The packets of aggregate 0 are markeaffic. Therefore, its termination speed is independenthef
on all links and, therefore, its percentage of marked padket strength of theSRoverload. However, the time to reduce the
larger than after just crossing the most pre-congested Ask SRoverload increases witlsRoverload regardless whether
a result, too much traffic is terminated and overterminatigrackets are lost. GFT is used only with threshold marking
occurs. This effect of increased marking percentage is wadich marks all packets or none. Therefore, the dropping
strong, that MRT based on markédR-overload starts termi- policy does not impact the termination behavior.
nating already when none of the links &Rpre-congested. As MPT-MFR uses excess marking with MFR, only a few
The strength of the overtermination depends on the traffid lopackets are marked, and every marked packet terminates a
on the links relative to the supportable r&®& the fraction flow. If marked packets are lost, the termination process is
of rerouted traffic, the number of pre-congested links, dr&d tsignificantly delayed. If all marked packets are lost, tew@ni
parameteu which controlsSR= u- ARfor MRT based orAR- tion does not work anymore. Hence, MPT-MFR benefits from
overload. For MPT the same phenomenon is observed. Thpseferential dropping of unmarked packets in case of packet
it is common to all known FT methods, but it is significantlyjoss. However, this FT mechanism breaks when all marked
stronger when they trigger termination basedAd®overload. packets are lost which can happen if they are preferentially
dropped in case of packet loss (see [46]).

L, ugregae0 L ; LT MPT-IF and MPT-IEA use excess marking. When marked
~ Aguregate 1 "~ Aggregae2 packets are lost, the per flow or per IEA credit counters
Aggregate 0 Link1 Link 2 Link 3 are decremented more slowly and the termingtion process is
m=3 i i i i ] i delayed. Hence, MPT-IF and MPT-IEA benefit from prefer-
Aggregate 1 Aggregate 2 Aggregate 3 ential dropping of unmarked packets. Preferential dropmin
g Pogegate0 M L2 LS Lkl marked packets can delay the termination process sigrtifjcan
Aggregate I Aggregate 2 Aggregate 3 Aggregate 4 but it does not break it as long as some marked packets

remain. Thus, the difference between supportable rateiakd |
Fig. 8. Multiple bottleneck scenarios: all links are prergested, aggregate bandwidth must be sufficiently large.
0 represents rerouted traffic while other aggregates peowibss wraffic. — \\jth MRT-DTR, termination rates are slightly underesti-
Overtermination occurs since traffic of aggregate 0 receimese markings . . X
than appropriate. mated in case of random packet loss. Preferential dropping
of non-ET-marked packets maximizes the termination speed
of MRT-DTR based onSRoverload whereas it leads to
significant overestimation of the termination rates for MRT
F. Summary and Discussion of FT Methods DTR based onAR-overload and thereby to overtermination.
We briefly summarize the presented FT methods and coRreferential dropping of ET-marked packets increases the
pare their behavior under packet loss, their requirementsderestimation of termination rates and slows down the ter
regarding packet drop policies, their behavior with a smathination process even more. MRT-ESR and MRT-ITR require
number of flows per IEA, and their ability to support multipat preferential dropping of marked packets to avoid overteami
routing, termination policies, and end-to-end PCN. tion in case of packet loss but then they rem&Roverload
1) Summary of FT-MethodsAs illustrated in Fig. 9, FT traffic very fast even in the presence of large traffic loss.
methods work with different marking schemes. The most When a PCN domain is equipped with upgraded PCN nodes
intuitive marking scheme for FT purposes is excess markihgt also with some legacy routers that do not implement PCN,
with the reference rate set to the supportable rate as #€ and FT can be provided for all links that are operated by
marked traffic provides an estimate for ti&Roverload in a PCN router. However, if packet loss occurs at legacy nodes
the absence of traffic loss. It is the base for measured-rathich do notimplement the required packet drop strategy th
based flow termination (MRT) as well as for marked-packetl MRT methods except for MRT-DTR based &frRoverload
based flow termination (MPT) for individual flows (MPT-are likely to cause overtermination when the unmarked pgacke
IF) or for IEAs (MPT-IEA). To allow for a single marking are dropped. Hence, legacy nodes can safely be used only
that supports both AC and FT, excess marking with thghen MRT-DTR based orSRoverload, GFT, or all MPT
admissible rate as reference rate is required. All MRT nathomethods are used for FT.
and MPT for individual flows and IEAs can be adapted for 3) Behavior with a Small Number of Flows per IEMRT
that purpose. MPT with marking frequency reduction (MFRnethods terminate a desired fraction of the traffic. Howeber
requires excess marking with MFR with the reference rate sbe number of flows is very small like 0-3 flows per IEA, MRT
to the supportable rate. Finally, geometric flow terminatiocannot always terminate the exact desired fraction. This ca
(GFT) works with threshold marking whose reference rate isad to over- or undertermination depending on the strategy
set to the supportable rate. MRT and MPT methods canrjd®]. For MRT based orAR-overload, significant overtermi-
work with threshold marking as they need some feedback thettion can occur even for 10 flows per IEA. The percentage
is proportional to theSRoverload to control the termination of marked packets per IEA fluctuates due to stochastic sffect
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Fig. 9. Applicability of FT methods with different marking smes.

Even in the absence dBRpre-congestion, this percentagehe strength of the observe®Roverload or fixed. Therefore,
can be sometimes so high that termination is triggered whithey fail when they are applied to individual flows. MPT-
leads to overtermination. MPT methods based on markHgA basically becomes MPT-IF if applied to individual flows
SRoverload work well even with a small number of flowdnstead to IEAs. Hence, only MPT-IF and MPT-MFR remain
per IEA. Flows are terminated successively one after amotHer application with end-to-end PCN and work well for that
and termination stops if th&Rpre-congestion is removedpurpose.

[46]. MPT methods based on markédr-overload also cause

significant overtermination for similar reasons as the MRT VIIl. EXISTING PROPOSALS

methods. Various proposals for PCN-based AC and FT were presented
4) Support of Multipath RoutingMPT-MFR and MPT-IF i individual drafts in the PCN WG with different nomen-
terminate only flows that are carried ovBRpre-congested clature. They all implement the edge-to-edge PCN concept.
paths even if they react to markédR- or SRoverload. With e priefly review their marking as well as their AC and FT
MPT-IEA and all MRT methods, termination decisions cagethods using the nomenclature presented in this paper. In

basically be taken at the PCN egress node so that loggdition, we highlight their benefits and shortcomings.
information about recently marked flows can be respected.

However, current proposals choose to have the FT entity . N
collocated with the PCN ingress nodes so that support Té'r Controlled Load" (CL) PCN
multipath routing requires additional signalling. If MPEA An early draft [5] is a predecessor of [16] and describes a
and MRT react to marked®Roverload, marked flows are PCN architecture to support a controlled load service withi
always safe candidates for termination. This is differenew @ single domain. The detailed algorithms are documented in
these FT methods react &R-overload since then under- and14]. CL uses threshold marking based on admissible rates
overtermination possibly occurs (see Sect. VII-E1). GFohal and excess marking based on supportable rates. General dual
works well with multipath routing. However, it was designednarking is used which requires two DSCPs. CLEBAC based
for scenarios with fractional marking based on the admissitPn ThM- and EcM-marked packets is used for AC (see
rate, threshold marking based on the supportable rate, a&®ft. VI-B1) and MRT-ITR is used for FT (see Sect. VII-B3).
baseline encoding (see Sect. VIII-E). Therefore, markealsflo Therefore, preferential dropping of ThM- and EcM-marked
can result fromAR or SRpre-congested paths. Under thesBackets is needed to prevent overtermination in case ofepack
circumstances, it is not possible to guarantee correct fld@sS.
termination decisions in networks with multipath routing. ~ CL requires two DSCPs for PCN encoding, it cannot block
5) Support of Termination Policiestf the FT entity can adm|§S|9n requests for empty IEAS, IE.ABAC qnd the sp_ecmc
select flows to be terminated from a larger set, then terioinat description of MRT-ITR do not work with multipath routing,

policies can be enforced. This works well for all IEA-based"d MRT in general does not work well with a Sm"?‘” number
FT methodes, i.e. for all MRT methods, for GFT and for MPT9f flows per IEA. However, threshold marking gives clear
IEA. MPT-MFR and MPT-IF decide only whether a particulafe®d0ack abouARrpre-congestion so that AC works already
flow is terminated. Therefore, termination policies canbet well for a small number of flows per IEA.

enforced.

6) Support of End-to-End PCNEnd-to-end PCN requires B- “Single Marking” (SM)
FT mechanism that can decide whether an admitted flowThe SM proposal has been first presented in [15] which
should be terminated when only the packet markings of thiat a predecessor to [17]. The proposal has been evaluated
flow are given. MRT and GFT are not applicable as they temd [71], [72]. SM uses excess marking based on admissible
to terminate a traffic fraction which is either proportional rates as a single marking scheme (see Sect. IV-A). It uses
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baseline encoding which requires only a single DSCP. bhased on the supportable rate for marking purposes (see
implements CLEBAC for AC and MRT-ITR based ohR- Sect. IV-C1 and Sect. IV-D). Both marking schemes use
overload for FT (see Sect. VI-B1 and Sect. VII-B3). Therefor baseline encoding so that only a single DSCP needs to be
it requires preferential dropping of marked packets to évoreused for PCN. CLEBAC is used for AC and GFT is used
overtermination in case of packet loss. for FT (see Sect. VI-B1 and Sect. VII-C).

The benefits of SM are that only a single marking schemeThe benefit of FTM-PCN is that only a single DSCP is
is needed and that only a single DSCP is used. Shortcomimgguired for PCN marking, but it has also several drawbacks.
are the fact that CLEBAC cannot block admission requests fits AC method cannot block traffic for empty IEAs, its FT
empty IEAs, CLEBAC and the specific description of MRTmethod is either slow or leads to overtermination, and eeith
ITR do not work with multipath routing, and SM requires &AC nor FT work with multipath routing.
large number of flows per IEA that MRT and CLEBAC based

on excess marking work well. F. “Signaling 3 PCN States with Baseline Encoding (3-State-
PCN)”
C. "Three State Marking” (3sm) 3-State-PCN has been proposed in [26]. It uses threshold

3sm has been presented in [6]. It uses threshold markiﬁ@rking based on the admissible rate and fractional marking
based on admissible rates and excess marking with MFR babaged on the supportable rate for marking purposes (see
on supportable rates (see Sect. IV-C1 and Sect. IV-B). Génepect. IV-C1 and Sect. IV-D). Both marking schemes use
dual marking is used which requires two DSCPs. CLEBAC d@seline encoding so that only a single DSCP needs to be
OBAC is used for AC and explicit or implicit PBAC-IF may reused for PCN. If egress nodes detect that all packets of
be applied as an alternative (see Sect. VI-B1, Sect. VI-B2) IEA are marked, they infekR-pre-congestion on its path,
Sect. VI-A). MPT-MFR is used for FT (see Sect. VII-D1)Wwhile if they detect only some marked packets, they il§&
Therefore, preferential dropping of non-EcM-marked péskePre-congestion. Therefore, fractional marking must fagsi
is beneficial for fast termination, but it is not required téinmark some packets if threshold marking has marked all of

work properly. However, preferential dropping of EcM-medk them before. Implicit PBAC-IF is applied using a path-capl
packets is detrimental. per-flow signalling protocol which is not necessarily RSVP
Shortcomings of 3sm are the fact that it requires two DSCK&ee Sect. VI-A2). An option for FT is GFT (see Sect. VII-C).
for PCN encoding. When used with probing, AC and FT in The benefit of 3-State-PCN is that only a single DSCP is
3sm work well with multipath routing and with a small numbefequired for PCN marking and that implicit PBAC-IF can be
of flows per IEA. 3sm is able to block admission requests f@pPplied which is useful in some deployment scenarios. How-

empty IEAS. Moreover, 3sm can be eas”y adapted for end-fener, it has also some known disadvantages: not all flows are
end PCN. blocked in case oSRpre-congestion andR-pre-congestion

on consecutive links can erase potential information aB&t

D. “Packet-Specific Dual Marking” (PSDM) pre-congestion on previous links by marking all packets.

PSDM has been proposed in [40] and [41]. It uses thresh “Load Control PCN” (LC-PCN)

marking based on admissible rates to possibly re-mark probe

packets and excess marking based on supportable rates t§ contrast to other proposals, LC-PCN [69] uses rate
possibly re-mark data packets. PSDM encoding is used mgasurement on PCN links |nste.ad of metering algorithms
mark the packets (see Sect. V-B3), which requires the ree d€t€CtAR- and SRpre-congestion. In case oAR-pre-

of only a single DSCP. In an early stage, PBAC-IEA can pePngestion, a traffic rate _proportlonal to tiWdRoverload is
used as it is easy to implement (see Sect. VI-C) which allovft>-marked and CLEBAC is used to perform AC. In addition,
to block admission requests even for empty IEAs. In a lattfc"PCN @lso supports PBAC-IF. To make it work with a
stage, explicit and implicit PBAC-IF may be used to cope withingle probe packet in spite of excess marking, probe packet
multipath routing (see Sect. VI-Al and Sect. VI-A2). Any flow'® recognized by the marking algorithm and explicitly AS-
termination method may be used that reacts to makkd Marked in case oAR-pre-congestion. LC-PCN implements
overload. It should be chosen such that multipath routing cY/RT-DTR with markedAR-overload (see Sect. VII-B1Db)). To

be well supported. Preferred packet dropping policies teépec©Pe better with multipath routing, the marking algorithsn i
on the choice of the ET method. expected to re-mark all non-AS-marked packets to “affécted

PSDM requires only a single DSCP, it can work with small case ofSRpre-congestion so tha_lt the flows to be removed
number of flows per IEA, it can block admission requests f&2" P€ chosen from a large set of either AS- or affected-ndarke
empty IEAs if necessary, and it works well with multipatt!OWs- LC-PCN optionally AS-marks only a fractigh of the

routing when the enhanced PBAC methods are used. It afsgoverload on PCN links, and the PCN egress nodes multiply
supports end-to-end PCN when MPT-IF is used for FT. the rates qf AS-marked packets By This m:.arkmg reduction
allows to implicitly track lost excess traffic when non-AS-

] ) marked packets are preferentially dropped; however, MRT-
E. “Fractional and Threshold Marking PCN" (FTM-PCN)  pTR with markedAR-overload requires preferential dropping
FTM-PCN has been proposed in [63]. It uses fractionaf AS-marked packets to avoid overtermination. More dstail
marking based on the admissible rate and threshold markig in the draft [69]. LC-PCN works with multipath routing
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and admission requests can be blocked for empty IEAs whigg]
PBAC-IF is used. The major drawbacks of LC-PCN are its
complex marking algorithms and the fact that three codepoin
are needed which requires the reuse of two DSCPs. [16]

IX. SUMMARY

In this paper, we have presented a simplified description !
pre-congestion notification (PCN) in an edge-to-edge amd en
to-end context. We provided compact formulations of vagiouis]
marking behaviors, gave insights into problems and saistio
with PCN encoding, and provided an ontology of admissiqgg]
control (AC) and flow termination (FT) algorithms. We dis-
cussed how they can be combined with different marking
behaviors and different configurations thereof and contpar, 0
their pros and cons. Existing proposals were summarized in
the unified PCN terminology of the paper and their benefitsi]
and shortcomings were discussed.

The paper provides an overview of most PCN ideas, 72
improves their understanding by a streamlined nomendatups)
clarifies commonalities and differences of existing apphes,
and helps to think in terms of design options rather than il
terms of fixed-package proposals which fosters the consen
building process in IETF. The paper preserves the wealth of
PCN concepts that will be strongly limited by the standaro[lé6
ization process.
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TABLE I

LI1ST OF ABBREVIATIONS
Acronym Meaning
AC admission control
ACL admission control layer
AR admissible rate
AS admission-stop
ASR rate of AS-marked traffic
CE congestion experienced
CL Controlled Load (proposal)
CLE congestion level estimate
CLEBAC CLE-based AC
CuU currently unused
DS differentiated services
DSCP DS codepoint
ECMP equal-cost multipath
ECN explicit congestion notification
EcM excess-traffic marked
EcNM excess-traffic not-marked
ECT ECN-capable transport
ESR edge-to-edge supportable rate
ET excess traffic
ETR rate of ET-marked traffic
EWMA exponentially weighted moving average
EXP experimental use
FT flow termination
FTL flow termination layer
FTM-PCN Fractional and Threshold Marking PCN (propos
GDM general dual marking
GDM-LES GDM with limited ECN support
IEA ingress-egress aggregate
IEABAC IEA-based AC
IETF Internet Engineering Task Force
IR ingress rate
LC-PCN Load Control PCN (proposal)
M marked
MFR marking frequency reduction
MPT marked-packet based flow termination
MPT-IF MPT for individual flows
MPT-IEA MPT for IEAs
MPT-MFR MPT with MFR
MRT measured-rate based flow termination
MRT-DTR MRT with directly measured termination rates
MRT-ESR MRT with edge-to-edge supportable rates
MRT-ITR MRT with indirectly computed termination rates
MTU maximum transfer unit
nASR rate of not-AS-marked traffic
nETR rate of not-ET-marked traffic
NM not marked
OBAC observation-based AC
PBAC probe-based AC
PBAC-IEA probe-based AC for IEAs
PBAC-IF probe-based AC for individual flows
PCN pre-congestion notification
PML packet marking layer
PSDM packet-specific dual marking (proposal)
QoS quality of service
RED random early detection
RSVP Resource reSerVation Protocol
SM Single-Marking (proposal)
SR supportable rate
B token bucket
TC traffic class
ThM threshold marked
ThNM not threhold-marked
TR termination rate
VOICE-ADMIT | name of a standardized DSCP
3sm Three-State Marking (proposal)
3-State-PCN Signaling 3 PCN States with Baseline Encoding

(proposal)
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