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Abstract

A common method for regulating the input �ow in today�s telecommunication networks

is the implementation of reactive tra�c control mechanisms� By limiting the user�s ac�

cess according to the current network load situation� the throughput is optimized while

congestion is avoided� In ATM networks� for example� a rate�based feedback control is

applied to dynamically adjust the transmission rates of connections belonging to the ABR

service category� This paper presents a discrete�time analysis of a queueing model with

non�deterministic arrivals and delayed feedback� The binary feedback information is used

to regulate the input �ow by changing the inter�arrival distribution accordingly� Applying

this model� the performance of the ABR �ow control can be studied with respect to the

variability of the cell generation process�
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� Motivation

In integrated telecommunication networks based on the Asynchronous Transfer Mode

�ATM�	 the control and management of services with di
erent tra�c characteristics and
Quality of Service �QoS� demands is a main issue� Depending on the predictability of
the tra�c volume and the real�time requirements of an application	 the most appropriate
ATM service category is chosen for transmission� For each of the service categories	 a
number of distinctive tra�c control mechanisms are invoked at connection setup in order
to guarantee the requested QoS for the connection itself and to avoid QoS degradations
for other active connections�

In the ATM context	 tra�c control mechanisms can be grouped into two major classes�
The 
rst class is formed by preventive mechanisms	 such as Connection Admission Control

�CAC� and Usage Parameter Control �UPC�� They are applied for each of the service
categories and protect the network from overload situations due to application misbehavior
and system malfunction� Reactive control mechanisms	 such as Feedback Flow Control

�FFC�	 belong to the second class� They regulate the tra�c �ow of a connection in order
to avoid network overload and to obtain a high network throughput� Applications which
are typically controlled by this kind of mechanism are loss�sensitive services without real�
time requirements� The corresponding service category is called Available Bit Rate �ABR�
service category	 which utilizes the transmission capacity left over by real�time connections
of higher priority�

Due to the large product of bandwidth and delay in today�s telecommunication networks	
the design of feedback controls is a di�cult task� Since the information about transmission
rate adjustments at least requires the propagation delay to arrive from the bottleneck
to the sending end system	 data has to be bu
ered during overload periods and the
throughput temporary decreases when the available capacity increases� To de
ne an
appropriate control mechanism and to 
nd suitable control parameter sets	 extensive
analyses and simulation studies have to be carried out� Objectives are a small bu
er
space required to avoid losses and a high throughput�

This paper presents a discrete�time analysis of a queueing model with delayed feedback and
non�deterministic customer arrivals� Binary feedback information is used to regulate the
input �ow by changing the inter�arrival distribution according to the bu
er space available
in the bottleneck queue� The model allows to investigate di
erent control strategies by
adjusting a small number of system parameters� Furthermore	 the performance of the
binary mode of the ABR �ow control de
ned by the ATM Forum ��� can be studied with
respect to the variability of the cell generation process�

The organization of the paper is as follows� In Section � we introduce the feedback�
controlled queueing model and outline its analysis� We look at speci
c time instants
within a control cycle to obtain information about the dynamics of the queue length and
the arrival process� The accuracy of our analysis	 which is of an approximate nature	
is discussed in Section �� Section � shows how our queueing model can be applied to
investigate the in�uence of the variability of the cell generation process on the performance
of the ABR �ow control mechanism� We conclude the paper with 
nal comments in Section
��
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� Queueing model and its analysis

Our queueing model operates in the discrete�time domain and consists of a single server
queue fed by a feedback controlled source	 cf� Figure �� The service time T is deterministic
and the queue length is in
nite� After every 
xed number N of customers served	 binary
feedback information about the current congestion status of the queue is periodically
signaled back to the source� To monitor congestion	 two thresholds for the queue length
are used� Congestion is detected if the queue length exceeds the upper threshold QH and
regarded as terminated if the queue length becomes shorter than the lower threshold QL�

When the signaling information	 which is delayed by a 
xed amount of time � 	 arrives at
the source	 the customer generation process is adjusted accordingly� Customer generation
is throttled down each time congestion is indicated and accelerated during periods without
congestion� We assume that the customers are generated according to a general inter�
arrival distribution between two consecutive arrivals of feedback information�

bottleneck queue

G D

source

�

QH QL

Figure �� Queueing model with binary feedback and signaling delay

Depending on the feedback information signaled	 the inter�arrival distribution is changed�
In the following we consider a number of distributions ck��� with k � �� � � � � m� If ck��� rep�
resents the inter�arrival distribution used currently for customer generation	 then ck�����
and ck����� are used after the arrival of the next negative and positive feedback infor�
mation	 respectively� I�e�	 the source index k is increased during congested periods and
decreased otherwise� For k � � no further decrease and for k � m no further increase of
the source index occurs� To guarantee stability	 we assume that

� E�ck���� � E�ck������ for k � �� � � � � m� � 	

� � � E�c����� � T 	

� T � E�cm���� � � 	

where E�x���� denotes the mean of the distribution x���� These assumptions are not neces�
sarily required	 even for the analysis we present� Other con
gurations may also lead to a
stable system operation� Furthermore	 the source index k can be changed in a non�linear
manner or by more than one at each arrival of feedback information�

In the literature	 a large variety of queueing systems is investigated under non�stationary
conditions� Besides theoretical studies	 which concentrate on access regulation schemes ���
and transient system dynamics for time�varying arrival processes ���	 ���	 a large number
of papers has been published on feedback controls for communication networks� Most

�



of them consider saturated	 i�e� greedy	 sources and use a di
erential equation approach
to analyze the stability of the control law ��	 �	 ��	 ���	 the system dynamics ��	 �	 ���	
the bu
er size required to avoid losses ���	 ��� and fairness issues ���� Others study the
performance of control laws for non�deterministic service times with respect to the design
and stability of the law ��	 ���	 the throughput ��� and the bu
er requirements �����

In contrast	 our queueing model considers a time�varying stochastic arrival process instead
of saturated sources� A similar assumption is also made in ���	 ���	 where the authors use
Markov�modulated arrival processes to investigate the performance of feedback controls�
A drawback of their analytical approaches is the computation of performance measures
which are observed for a time interval of in
nite length� These measures do not give
insight in the dynamical system behavior	 which occurs due to the delayed signaling of
feedback information and stands for the periodic oscillation of the queue length and the
source index in case of our model� The analysis we present in the following allows to
compute system characteristics at speci
c time instants within a control cycle� By control
cycle we denote a period consisting of one decrease and one increase phase of the source
index k�

Figure � shows the typical evolution of the source index and the queue length over a
control cycle observed for our model� As long as congestion is signaled	 the source index
is increased	 which throttles down the arrival process� When the queue length falls below
the lower threshold QL at t�	 congestion is released and after the signaling delay	 i�e� at
t�	 the source index is decremented each time positive feedback is received� In our model	
the total signaling delay consists of the 
xed delay � and the time until the next feedback
information is generated�
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Figure �� Example evolution of the source index and the queue length
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By decrementing the source index k the arrival process is accelerated and the queue length
has its minimum value within this cycle when the mean arrival rate exceeds the service
rate ��T � In Figure �	 the minimum queue length is reached at tL� From now on	 the
queue length starts to increase while the source index further decreases� Congestion is
detected when the queue length exceeds the upper threshold QH at t�� Again	 a feedback
delay of � plus the time to generate the next feedback information is required until the
source reacts to the detection of congestion at t� by increasing its index k� Within a
control cycle	 the maximum queue length is reached at tH 	 i�e� when the mean arrival rate
falls below the service rate ��T �

Each control cycle contains all of the six time instants mentioned above� In general	
the queue length and the source index observed at these instants di
er for each control
cycle due to the non�deterministic nature of the arrival process� To analyze this feedback
controlled queueing model we 
rst compute the system state in equilibrium at t�� � � � � t�
expressed by the distributions qtj ��� and stj ��� for j � �� � � � � �� The vector elements qtj �i�
and stj �k� denote the probability that the queue length is equal to i and the source index
is equal to k at the time tj	 respectively� Based on these distributions	 we derive the
queue length distributions qL��� and qH��� at tL and tH � When knowing the system state
distributions	 the system dynamics	 i�e� the variation of the source index and the queue
length over a control cycle	 can be investigated�

We start with the system state distributions at t� when congestion is released� At this
time	 the queue length drops to the lower threshold QL and we obtain

qt��i� � ��i�QL� � ���

where ���� denotes the Kronecker Delta with ���� � � and � otherwise� For the source in�
dex distribution st���� we have to assume a hypothetical distribution� The real distribution
can be obtained by performing the following steps iteratively�

To compute the source index distribution st���� we need to know how often the index k
is increased during the signaling delay due to receiving outdated feedback information	
cf� Figure �� As mentioned above	 the signaling delay consists of the 
xed delay � and
a variable delay until the next feedback information is generated� This additional delay
varies between � slot	 i�e� the next customer served causes the generation of feedback
information	 and NT slots	 i�e� feedback information was generated right before congestion
release� Assuming the length of this period to be uniformly distributed	 which is motivated
by the independence of the service and arrival process	 we obtain for the source index
distribution at t�

st��k� � ��� ���NT � b��NT c�� � st��k � b��NT c� �

���NT � b��NT c� � st��k � b��NT c � �� � ���

where bxc denotes the largest integer smaller than x� In other words	 during the signaling
delay the index k is either increased by b��NT c or by b��NT c � �	 depending on the
length of the variable part of the delay� For a control law where the index increases in a
non�linear manner or by more than one at each arrival of feedback information	 the two
expressions above have to be adapted accordingly� Of course	 the index is upper bounded
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by k � m	 which is not considered in Equation ��� and in the following in order to increase
the readability of the equations� The same holds for the lower bound k � ��

To derive the queue length distribution qt���� from the system state distributions at t�	 we
consider each source index with st��k� �� � separately� For a particular k we obtain the
queue length distribution qkt���� by adding the number of arrivals to and subtracting the
number of departures from the queue length at t� for each possible signaling delay	 i�e�

qkt��i� �
�

NT

NTX
t��

��
h
qt��i� � a

��t
k �i� � d��t��i�

i
� ���

Again	 we assume a uniform distribution for the variable part of the signaling delay� The
operator � denotes the discrete convolution operation and the function �����	 which is
de
ned by

���x�i�� �

�����
����

� � i � �
�P

j���
x�j� � i � �

x�i� � i 	 �

� ���

suppresses the calculation of negative queue lengths� Denoting the distribution for the
number of customers generated in an interval of length t by 
tk��� for a source index equal
to k	 we obtain the distribution atk��� by

atk�i� � 

t�NT �bt�NT c
k �i� � 
NT

k���i� � � � � � 
NT
k�bt�NT c�i� � ���

Thus	 each interval between two consecutive arrivals of feedback information is considered
separately� The length of the 
rst interval is determined by t	 since the signaling delay
ends at t� with the arrival of positive feedback� For the computation of 
tk��� we assume
that the time until the 
rst customer generation is distributed according to the recurrence
time distribution of ck���� This is	 of course	 not valid in general and the segmentation
into separate intervals also involves an inaccuracy� However	 as we will see later	 the error
is rather small and neglectable for practical purposes�

Finally	 the distribution dt��� expressing the number of departures during t time slots is
determined by

dt�i� � ��i� bt�T c� � ���

Knowing the distributions qkt����	 we arrive at the queue length distribution qt���� by sum�
ming up the distributions weighted by the corresponding probability st��k� �

qt��i� �
mX
k��

st��k� � q
k
t��i� � ���

Next	 we outline the derivation of the system state distributions at t�� At this time	
the upper threshold QH is exceeded	 congestion is detected and feedback information for
increasing the source index will be signaled� Clearly	 the queue length distribution qt����
is given by

qt��i� � ��i�QH� � ���

For the computation of the source index distribution st���� we proceed as follows� Again	
each index with st��k� �� � is considered separately� The queue length distribution �qk�j���
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just before decreasing the source index the j�th time after receiving the congestion release
feedback at t� can be approximated by

�qk�j�i� � �QH
h
�qk�j���i�

i
� 
NT

k�j�i� � dNT ��i� ���

for j 	 �	 if we set �qk�i� � qt��i� �cf� Equation ����� The function �QH �x���� extracts the
part lower than QH from the distribution x��� and normalizes it� This operation must be
performed since congestion is detected and t� is already reached if the upper threshold
QH is exceeded�

Consequently	 we obtain the source index distribution skt���� at t� for a particular index k
by

skt��l� �
�X

j�QH

�ql�j� �

�
��� kX

l��l��

skt��l
��

�
A � ����

The probabilities for l � k are equal to zero� The source index distribution st���� is 
nally
determined by the weighted sum of the individual distributions	 i�e�

st��l� �
mX
k��

st��k� � s
k
t�
�l� � ����

The computation of st���� does not take into consideration periods where the queue is
empty� During such periods	 the feedback information arrives at the source with a lower
frequency than ��NT � The error is	 however	 neglectable if the signaling delay is more
than one order of magnitude shorter than the length of a control cycle	 which is generally
the case�

To compute the system state distributions observed at t� out of the distributions observed
at t�	 we proceed similar as for the computation of the measures at t�� In principal	 we
only have to consider a decrease of the source index instead of an increase� The behav�
ior regarding the signaling delay and the length of the periods between two consecutive
arrivals of feedback information are the same�

For the computation of the source index distribution st����	 Equation ��� changes to

st��k� � ��� ���NT � b��NT c�� � st��k � b��NT c� �

���NT � b��NT c� � st��k � b��NT c � �� � ����

In the Equations ��� and ���	 the indices t� and t� are substituted by t� and t�	 respectively	
to derive the queue length distribution qt����� Equation ��� has to be changed to

atk�i� � 

t�NT �bt�NT c
k �i� � 
NT

k���i� � � � � � 
NT
k�bt�NT c�i� � ����

since the source index is now decreased during the signaling delay�

In order to enable an iterative computation of the system state distributions	 we 
nally
have to compute the source index distribution st���� from the distributions obtained for
the instant t�� Since an increase phase of the source index can be treated similarly to a
decrease phase	 we can make use of the 
ndings for the step from t� to t�� The queue
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length distributions �qk�j��� just before increasing the source index the j�th time after
receiving the congestion detection feedback at t� are approximated by

�qk�j�i� � �QL
h
�qk�j���i�

i
� 
NT

k�j�i� � dNT ��i� � ����

The function �QL�x���� extracts the part higher than QL from the distribution x��� and
normalizes it� To obtain the source index distribution for a particular index k	 Equation
���� has to be exchanged by

skt��l� �
QLX

j���

�ql�j� �

�
��

l��X
l��k

skt��l
��

	
� ����

In Equation ����	 the indices t� and t� are substituted by t� and t�	 respectively�

Applying the analysis described by the Equations ��� to ���� iteratively	 we can compute
the system state distributions in equilibrium at the time instants t�� � � � � t�� Besides these
performance measures	 we are also interested in the minimum and maximum queue length
over a control cycle	 which are attained at tL and tH 	 cf� Figure �� Since these values also
vary for each control cycle	 we derive the distributions qL��� for the minimum and qH���
for the maximum queue length observed in equilibrium in the following�

A good approximation for the distribution of the minimum queue length is obtained
by computing the queue length distribution at the time just before the mean customer
generation rate exceeds the service rate due to the decrease of the source index k� From
this instant on	 more customers arrive at the queue than depart from it and thus	 the
queue length begins to increase� Starting with st���� and qt����	 Equation ��� allows to
compute the queue length distribution �qk��k� ��� just before the source index falls to a k�

where the customer generation rate exceeds the service rate� By adding the distributions
�qk��k� ��� for all initial values of the source index k at t� and weighting them accordingly	
we arrive at an estimation for the distribution of the minimum queue length�

qL�i� �
mX
k��

st��k� � �q
k��
k� �i� � ����

Similar considerations can be made to obtain the maximum queue length distribution
qH���	 starting with st���� and qt�����

� Approximation accuracy and system performance

Due to neglecting periods where the queue is empty	 the decomposition of the control
cycle into four time intervals and the assumption made in Equation ���	 several small
approximation steps are involved in the analysis outlined in the last section� In the
following we present a number of numerical results to discuss the accuracy of our approach�

We start with the system state distributions observed at t�� � � � � t�� To compare results
computed using our analysis with simulation results	 we consider a queue with a deter�
ministic service time of T � �� slots and set the thresholds for congestion monitoring to
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QL � ��� and QH � ���� The signaling information is sent every N � �� customers
served	 delayed by a 
xed time of � � ��� slots� For customer generation we use a geo�
metric distribution with mean � � � shifted according to the source index� I�e�	 the whole
distribution is shifted by k units for the source index k� The maximum index is set to
m � ���

Figure � shows the source index and the queue length distribution at t�	 i�e� the time
congestion is released� The histogram represents the simulation results and the solid lines
join the results computed with our analysis�
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Figure �� System state distributions at congestion release �t��

Looking at the source index distribution depicted in Figure ��a�	 we observe a high accu�
racy of our analytical approach� For the system con
guration we used	 the source index
varies around k � �� when congestion is released� The analytical results for the queue
length distribution are exact	 since the queue length equals to the lower threshold QL at
t�	 cf� Figure ��b��

The next instant we look at is the time t� just before the source index starts to decrease
due to receiving the 
rst congestion release information� At this time	 the index has its
largest value within a control cycle� Figure � shows the corresponding distributions for
the source index and the queue length� As before	 we observe a good approximation of
the simulation results in both cases� The source index now varies around k � ��	 which is
explained by the 
xed signaling delay of � � ��� slots� This is the time required to serve
N � �� customers� The mass of the queue length distribution at t� is located below the
lower threshold QL	 since the service rate ��T is higher than the mean customer arrival
rate during the feedback delay�

If we take a closer look at the analytical results in Figure ��b�	 we observe a number
of small peaks a the right hand side of the distribution� These peaks occur due to the
separate calculation of the number of departures from the queue for each interval bounded
by two consecutive arrivals of feedback information	 cf� Equation ����
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Figure �� System state distributions before the decrease of the source index �t��

The distributions for the time when congestion is detected	 i�e� t�	 are shown in Figure
�� The source index attains the minimum value k � � within each control cycle in case
of the parameter set we used for this example	 cf� Figure ��a�� For the particular control
law we look at	 it is in general di�cult to 
nd parameter sets where both the queue does
not become empty and the source index starts to increase before k � � is reached� The
distribution for the queue length in Figure ��b� is also deterministic	 since the number of
customers queued equals to the upper threshold QH at t��
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Figure �� System state distributions at congestion detection �t��

The next instant we look at is the time t� just before the 
rst congestion detection infor�
mation arrives at the source� Since the source index has already attained its minimum
at t�	 the index can not be decreased further during the signaling delay and the corre�
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sponding distribution is the same as that measured at t�	 cf� Figure ��a�� The mass of
the queue length distribution depicted in Figure ��b� is now located beyond the upper
threshold QH 	 which is explained by a mean arrival rate higher than the service rate ��T �
Again	 the approximation accuracy of our approach is high�
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Figure �� System state distributions before the increase of the source index �t��

To investigate the dynamics of the queue length over a control cycle we make use of the
queue length distributions at tL and tH 	 where the queue length has its local minimum
and maximum	 respectively� Figure � shows these distributions for our example parameter
set�
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Figure �� Queue length distributions at the local minimum �tL� and maximum �tH�

Looking at the distribution at tL in Figure ��a�	 we observe a good agreement between
simulation and analysis� The peaks result from the source index distribution at t�	 where
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each peak corresponds to a particular index k� In case of the simulation results the
peaks are more clear than in case of our analysis� This inaccuracy is explained by the
separate evaluation of the customer arrivals and departures for each interval bounded by
two consecutive arrivals of feedback information� In such an interval	 the 
rst arrival is
assumed to occur after a time period which follows the recurrence time distribution of
the current arrival process	 cf� Equations ��� and ����� The consequence is a more spread
queue length distribution for each initial index k�

This behavior is not observed for the queue length distribution at tH depicted in Figure
��b�	 where the single peak results from the deterministic source index at t�� Due to
the low source index between t� and tH 	 the customer arrivals occur more frequently and
the assumption of the recurrence time distribution only involves a minor approximation
error� If the lower bound for the source index is set to a higher value	 we observe the same
spreading e
ect of the queue length distribution as described above�

After discussing the accuracy of our analysis we present a number of numerical results to
show the in�uence of the most important system parameters on the performance of the
queueing model� In Figure �	 the mean and both �����quantiles of the source index and
the queue length distribution are plotted as a function of the length of the inter�signaling
interval N � The other system parameters are set as described above�

inter�signaling interval N

so
u
rc
e
in
d
ex

inter�signaling interval N

so
u
rc
e
in
d
ex

� �� �� �� 	� ���

�

�
�

�
�

�
�

	
�

inter�signaling interval N

so
u
rc
e
in
d
ex

inter�signaling interval N

so
u
rc
e
in
d
ex

inter�signaling interval N

so
u
rc
e
in
d
ex

inter�signaling interval N

so
u
rc
e
in
d
ex

inter�signaling interval N

so
u
rc
e
in
d
ex

inter�signaling interval N

so
u
rc
e
in
d
ex

� �� �� �� 	� ���

�

�
�

�
�

�
�

	
�

inter�signaling interval N

so
u
rc
e
in
d
ex

� �� �� �� 	� ���

�

�
�

�
�

�
�

	
�

mean

quantiles

distribution at t�

distribution at t�

�a� Source index distribution

inter�signaling interval N

q
u
eu
e
le
n
g
th

inter�signaling interval N

q
u
eu
e
le
n
g
th

� �� �� �� 	� ���

�

�
�
�

�
�
�
�

�
�
�
�

inter�signaling interval N

q
u
eu
e
le
n
g
th

inter�signaling interval N

q
u
eu
e
le
n
g
th

inter�signaling interval N

q
u
eu
e
le
n
g
th

inter�signaling interval N

q
u
eu
e
le
n
g
th

inter�signaling interval N

q
u
eu
e
le
n
g
th

inter�signaling interval N

q
u
eu
e
le
n
g
th

� �� �� �� 	� ���

�

�
�
�

�
�
�
�

�
�
�
�

inter�signaling interval N

q
u
eu
e
le
n
g
th

� �� �� �� 	� ���

�

�
�
�

�
�
�
�

�
�
�
�

mean

quantiles

distribution at tH

distribution at tL

�b� Queue length distribution

Figure �� System performance for di�erent signaling frequencies

If the length of the inter�signaling interval increases	 we observe an exponential decrease
of the mean and the quantiles of the source index distribution measured at t�	 i�e� the time
the index has its maximum value over a control cycle	 cf� Figure ��a�� The variability	
which is expressed by the di
erence of the quantiles	 remains almost the same� The step�
wise decrease results from the discrete nature of the source index� Since the minimum
source index is attained during each control cycle	 the mean and the quantiles measured
at t� are constant and equal to one� For system parameter sets where the minimum index
is not attained	 the mean and the quantiles measured at t� increase exponentially�

In contrast	 the mean and the quantiles of the queue length distribution at tL and tH
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decrease and increase linearly with the length of the inter�signaling interval	 respectively
�cf� Figure ��b��� I�e�	 the variability of the queue length over a control cycle increases
linearly with the number of customers which have to be served until the next signaling
information is generated� The bend in case of the distribution measured at tL results
from the upper limit for the source index	 which is attained for N � �� Looking at the
quantiles	 we observe a slight and linear increase of the variability of the local minimum
and maximum within a control cycle with the length of the inter�signaling interval N �

An optimal choice for the signaling frequency is the generation of feedback information
after every �� to �� customers served� For such a choice	 the variability of the source
index does only decrease slightly with the length of the inter�signaling interval and the
queue length required to avoid customer loss is reasonable short�

With the plots depicted in Figure � we investigate the in�uence of the 
xed signaling
delay � on the system behavior� The mean and the quantiles of both the source index
distribution and the queue length distribution show a linear dependency on the 
xed
delay� For an increasing delay � 	 the di
erence between the minimum and maximum
values within a control cycle increases while the variability for each measure itself is
almost not a
ected� The source index distribution at t� shows the same behavior if a
parameter set is chosen where the minimum k � � is not attained�
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Figure �� In�uence of the signaling delay � on the system performance

Our last example in this section considers the variability of the arrival process� Instead of
the geometric distribution used for the examples before we now use a negative�binomial
distribution to generate the customer arrivals� The mean is again � � � and the coe��
cient of variation is varied between ��� and ���� The inter�arrival distributions ck��� are
generated in the same way and all other system parameters are set as described�

In Figure ���a� we observe an independency of the mean source index measured at t�
and t�� The same holds for the mean queue length measured at the local minimum and
maximum within a control cycle	 cf� Figure ���b��
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Figure ��� Robustness against the variation of the arrival process

Regarding the variability of the local minimum and maximum of both system state dis�
tributions	 a slight linear increase with the coe�cient of variation can be recognized in
Figure ��� However	 the control law we investigated in this section is quite robust against
the variation of the basic process used to generate the inter�arrival distributions�

� Application to the ABR �ow control mechanism

In ATM networks	 a feedback �ow control is applied for connections belonging to the
Available Bit Rate �ABR� service category� The control mechanism developed by the
ATM Forum ��� supports two signaling modes� a simple binary mode and an enhanced
explicit rate mode� In the following we show how our queueing model can be used to
evaluate the performance of the binary signaling mode with respect to the variability of
the cell generation process�

A distinguishing feature of ABR sources is their ability to submit cells into the network
at a variable but controlled rate	 the Allowed Cell Rate �ACR�� The ACR is controlled
by the return of Resource Management �RM� cells	 which are sent periodically by the
source end systems after each submission of Nrm data cells and are looped back by the
destination end systems� As the RM cells travel through the network	 the switches provide
information about their current congestion status by modifying the content of these cells�
When an RM cell arrives back at the source	 the ACR is reset based on the information
carried by the RM cell� If congestion is indicated	 the source must decrease its ACR	
otherwise it may increase its ACR by a 
xed amount�

In the binary mode of the �ow control mechanism	 the Explicit Forward Congestion

Indication �EFCI� bit located in the header of data cells is set by the switches to indicate
congestion for a particular connection� According to this information	 the destination
modi
es the Congestion Indication �CI� bit of backward RM cells� At the return of an
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RM cell carrying positive feedback	 i�e� no congestion was detected by the switches	 the
source may increase its ACR by a 
xed increment negotiated at connection setup� If the
CI bit is set	 i�e� congestion was detected	 the ACR is decreased by an amount relative to
its current value�

Figure �� shows the typical evolution of the ACR and the queue length over a control
cycle for an ABR connection running through a single bottleneck switch� In contrast
to the control law studied in the last section	 the rate now decreases in an exponential
manner during congested periods�
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Figure ��� Example evolution for the binary mode of the ABR �ow control

To apply our queueing model	 we look at the cell arrival rate which is valid directly at
the switch instead of the ACR of the source� The choice of this observation point has no
in�uence on the results for the performance measures we compute and was also used in
���	 ���� Consequently	 the 
xed signaling delay � consists of the round trip propagation
delay of the ABR connection we look at�

For the performance analysis we use the following parameter set� The 
xed delay is equal
to � � �� slots or cell times in the ATM context	 which corresponds to a distance of
approximately ��� km for a �� Mbps ATM link� Since the RM cells are typically sent
every Nrm � �� data cells transmitted	 we use a inter�signaling interval of N � �� slots�
This agrees well with the 
ndings derived from Figure �� The thresholds for congestion
monitoring are set to QL � ��� and QH � ��� and one 
fth of the link capacity is
available to the ABR connection	 i�e� T � ��

To map the ACR to the source index de
ned for our model we make the following assump�
tion� Each source index k � �� � � � � ��� represents an ACR equal to k percent of the link
capacity� Due to the much higher granularity of the ACR	 the analysis always considers

��



the k which 
ts best to the current value� When receiving positive feedback information	
i�e� no congestion was detected	 the ACR is increased by one percent of the link capacity�
In case of negative feedback we reduce the ACR by one percent of its current value�

Here we concentrate on the performance of the binary signaling mode with respect to the
variability of the cell generation process� Dependencies on other system parameters	 such
as the feedback delay and the control parameters	 have already been studied in ���� and
other papers� Of course	 the authors assumed saturated sources	 but similar results can
be expected�

Therefore	 we use a negative�binomial distribution with a mean equal to ����k for each
inter�arrival distribution ck��� and vary the coe�cient of variation� To avoid batch arrivals	
the distributions ck��� are shifted by one� This type of arrival process is not directly
compatible with the ABR concept	 where the cell transmission rate is limited according to
the ACR� It allows	 however	 a clear representation of the dependencies� For dimensioning
purposes	 other con
gurations can be used�

Figure �� shows the mean and the quantiles of the ACR and the queue length distribution
measured at the local minimum and maximum within a control cycle�
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Figure ��� Robustness of the binary signaling mode for ABR connections

We observe the same dependencies as for the control law studied in the last section	 cf�
Figure ��� The mean values are almost insensitive to the coe�cient of variation and
the variability of the local measures linearly increases with the variation� Thus	 the
exponential decrease of the transmission rate during congested periods has only a minor
in�uence on the robustness of the feedback control�

� Conclusions

In this paper we presented an approximate analysis of a discrete�time queueing model
with non�deterministic arrivals and binary feedback	 which is applicable to investigate the
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binary mode of the ABR �ow control� We derived distributions for the local minimum
and maximum of the state of the arrival process	 expressed by a source index	 and the
queue length within a control cycle� Numerical results have shown a high accuracy of our
approach although a number of small approximation steps are involved�

From our parameter study we conclude that the variability of the arrival process has only
a minor in�uence on the variation of the local minimum and maximum of the source index
and the queue length� Furthermore	 the long�term mean of these extreme values is almost
not a
ected� This holds in general for each control law	 irrespective of the way the source
index is increased and decreased�

Regarding the binary mode of the ABR �ow control	 we observe a robustness against
the variation of the arrival process if the frequency of variations is high compared to the
frequency of the system state dynamics�
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