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�� ,QWURGXFWLRQ

ATM technology is nowadays mainly used in scientific research networks or testbeds for fu-
ture multiservice broadband networks. The  costs for customers in those networks are of sec-
ondary interest, since in common a flat rate for the connection to the network is raised but the
actual network and resource usage is not billed. For the upcoming commercial operation of
broadband multiservice networks proper billing of connections is a crucial requirement to
enable operators to maximize their profit and treating the customers in a fair manner. Fur-
thermore  billing schemes give the operator a measure to avoid congestion. We propose a
charging scheme for VBR connections, which is oriented on the resource requirement defined
by the ATM-relevant standards.

With the commercialization of the Internet different charging schemes for packet-switched
networks have been proposed. MacKie [2] proposes a ‘smart market-pricing’ scheme, where
each user submits a bid for each packet to submit. The network determines a cut-off price,
where demand meets capacity, and transmits all packets whose bid exceed this price. In the
paper of Parris [3] additionally the effects of set-up pricing (additional to the price per packet
a fee for connection set-up is charged) and peak load pricing (higher charges during busy
hours) are studied, assuming a wealth distribution of customers. Charging connections with
respect to their priority depending on the service class is introduced in the paper [1]. Cocchi
shows that under the assumption of four service classes pricing schemes can be defined that
optimize network usage in the sense of a Nash equilibrium. This Internet charging schemes
take not into account the dynamics of ATM traffic with the necessity of  distinguishing be-
tween different burst characteristics of traffic.

More recent publications [4,5] take into account broadband multiservice traffic characteristics,
but the idea of using an iterative, and therefore slow procedure to determine the price and
bandwidth of connections seems not to be very promising. In [6] Murphy proposes an iterative
scheme as feedback control algorithm to find an equilibrium of bandwidth demand and re-
sources. Parris [3] introduces a pricing scheme based on the amount of bandwidth, buffer
space, CPU and delay resources reserved for a connection. An approach derived from user
characterization and admission  control is proposed by Kelly [7]. The user is charged in ac-
cordance to the effective bandwidth and the paper proves that the charge is minimal if the user
tells the truth about his bandwidth usage.

According to the ATM-Forum [8] the resource allocation schemes should make use of the
&RQQHFWLRQ�7UDIILF�'HVFULSWRU�which contains as a subset the 6RXUFH�7UDIILF�'HVFULSWRU. The
6RXUFH�7UDIILF�'HVFULSWRU�is a set of traffic parameters which are signaled at connection setup
to characterize the traffic characteristics of a particular source. The transmitted parameters
depend on the class of the connection. In the proposed tariff scheme the charge for ATM con-
nections should be related to the resources defined in the traffic contract negotiated between
the user and network provider on connection setup. In Section 2 we will discuss this parame-
ters and derive the bandwidth and buffer requirements based on a simple model. In Section 3
general principles for cost functions are introduced and applied in Section 4 to numerical ex-
amples. Section 5 concludes the paper.
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�� %DQGZLGWK�DQG�%XIIHU�5HTXLUHPHQW

In this section we will discuss on which class of connections the proposed charging scheme is
applicable. Then the model for the derivation of the resource requirement and its parameters
are presented. At the end of this Section we show an example for the resource requirement of
a given connection (cell stream), which will be used for the demonstration of cost functions.

���� 6HUYLFH�&DWHJRULHV

The ATM Forum [9] defines 5 service categories: &RQVWDQW�%LW�5DWH (CBR), 5HDO�7LPH�9DUL�
DEOH�%LW� 5DWH (rt-VBR), 1RQ�5HDO�7LPH� 9DULDEOH� %LW� 5DWH (nrt-VBR��� 8QVSHFLILHG� %LW� 5DWH
(UBR) and $YDLODEOH�%LW�5DWH (ABR).

For UBR connections no 4XDOLW\�RI�6HUYLFH (QoS) is guaranteed and for ABR connections the
QoS is characterized with low but not specified &HOO�/RVV�5DWH (CLR). Due to the nature of
this kind of service only minimal resources are reserved at the connection setup and additional
resources may be dynamically captured during the continuance of the connection. Charging
issues of this connection type are investigated in [10].

For CBR connections the PCR and QoS are specified while for VBR connections the 3HDN
&HOO� 5DWH (PCR), 6XVWDLQDEOH� &HOO� 5DWH (SCR), 0D[LPXP� %XUVW� 6L]H (MBS) and QoS are
specified on connection setup. In order to guarantee a certain QoS CBR connections require
bandwidth and buffer (so called &HOO�'HOD\�9DULDWLRQ�7ROHUDQFH (CDVT)) to absorb the &HOO
'HOD\�9DULDWLRQ (CDV) [11]. VBR connections require bandwidth and buffer, with buffer-size
depending on the MBS and the CDVT. We concentrate our investigation on nrt-VBR connec-
tions, since a wider range of buffer and bandwidth combinations can be chosen. From the
charging point of view the CBR and rt-VBR service categories can be considered as a special
case of the nrt-VBR service category with tighter delay bounds.

���� QUW�9%5�6HUYLFH�&DWHJRU\

For a given VBR connection the PCR, SCR, MBS and CLR are signaled in the 6RXUFH�7UDIILF
'HVFULSWRU. Based upon this parameters the traffic contract between the user and network pro-
vider is negotiated and fixed. The conformance of cells of a connection is defined via the
GCRA algorithm. The network estimates the CDV that the connection will suffer and com-
putes the parameters for the conformance test of a connection. At the UNI the PCR and SCR
will be controlled with the following parameter tests:

PCR conformance: *&5$
3&5

&'97( , )
1

,

SCR conformance: *&5$
6&5

%7 &'97( , )
1

+ .

The %XUVW�7ROHUDQFH (BT) is computed in dependence of the PCR and SCR. For VBR con-
nections the required CDVT is magnitudes smaller than the BT. Therefore, we assume that for
charging purposes the resources bandwidth and memory can be described by SCR and BT.
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������ 0RGHO�'HVFULSWLRQ

We model the dependency of bandwidth and buffer using the GCRA algorithm. In the model
used for this investigation the following assumptions are made:

• resource requirements are described by the SCR and BT, CVD is neglected since the buffer
requirement for the BT is of magnitudes larger,

• the cell arrival process is characterized by generally and independently distributed inter-
arrival times with a mean inter-arrival time IAT and a coefficient of variance CoV,

• the PCR is the full link capacity.

The GCRA is analyzed as GI[x]/D/1 – s discrete-time queueing system [12]. In order to com-
pare different pairs (SCR, BT) we use the ratio of non-conforming cells.

������ ([DPSOH�DQG�'DWD�6HW

In Figure 1 the minimal required BT for negative binomially distributed inter-arrival times
(with an IAT of 80 and CoV of 0.5 and IAT of 20 and CoV of 0.5, 1 and 2) in dependence of
the SCR is depicted. The minimal ratio of non-conforming cells is set to 10-5. Reducing the
required bandwidth (increasing  SCR) causes an exponential increase of the required buffer
(BT). The SCR has an upper bound with the mean inter-arrival time IAT, where the required
BT grows infinite. With increasing coefficient of variation CoV of the inter-arrival time of the
cell stream, which causes a more bursty behavior of the cell stream, a growth of the required
BT is observed.
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Figure 1: Minimal BT in dependence of SCR
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In the next section we will first discuss different principles for cost functions and then apply
those principles to the above shown resource requirement functions.

�� &RVW�)XQFWLRQV

As demonstrated in the last section, each connection requires the bandwidth 1/SCR and buffer
BT. Applying a QoS criteria the buffer requirements can be computed in dependence of the
SCR. Therefore, the charge F for a connection can be written as sum of the cost F��6&5� for
the bandwidth and the cost F��%7� of the buffer.

F 6&5 %7 F 6&5 F %7( , ) ( ) ( )= +1 2 (1)

���� *HQHUDO�3URSHUWLHV�RI�&RVW�)XQFWLRQV

The cost functions for the resources buffer and bandwidth have to fulfill certain properties. In
this section we will denote the ratio of the required resource with [�and the general cost func-
tion with FI�[�.  Using this properties we reduce the number of potential cost functions and
their parameters.

The charge for the usage of resources is positive:

FI [ [( ) , .> >0 0for (2)

The more resources a user requires, the higher is the charge for the corresponding connection.
This implies that the first partial of the cost functions is positive:

∂
∂
FI [
[

[
( )

, .> >0 0for (3)

The users should get some discount for buying a larger amount of bandwidth or buffers.
Therefore the second partial of the cost functions is negative:

 
∂

∂

2

2 0 0
FI [

[
[

( )
, .< >for (4)

To enforce a further reduction of the possible parameters we give limits for the maximum and
minimum gradient of the cost functions. We define the cost functions on a parameter space
reaching from 0.001 to 1. A cost function fulfilling the equations (2 - 4) reaches the maximum
gradient at the minimum of the parameter space and the minimum gradient at the maximum of
the parameter space.

maximum gradient: J
FI [
[

[max

( )
, .= =

∂
∂ for 1 (5)

minimum gradient: J
FI [
[

[min

( )
, . .= =

∂
∂ for 0 001 (6)
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For the description of the characteristics of the cost functions we use the ratio of the maxi-
mum and minimum gradient: 

gradient ratio: J
J
JUDWLR

= max

min

. (7)

���� &RVW�)XQFWLRQ�&ODVVHV

We have identified 3 function classes which fulfill the conditions defined in equations (2 - 4).
Type A is are root functions, type B are logarithmic functions and type C are negative-expo-
nential functions. In the following tabular the functions are defined and the valid parameters
are identified.

W\SH IXQFWLRQ YDOLG�SDUDPHWHUV

type A

type B

type C

D [ D E

D E[ D E
[

D H D E

E

[

E[

⋅ > < <

⋅ > >

⋅ − > >−

0 0 1

0
1

1 0 0

,

ln( ) , max

( ) ,

���� 3DUDPHWHU�'LVFXVVLRQ

For the comparison of the different types of functions the parameters are chosen to obtain
similar properties (in terms of identical ratio of maximum and minimum gradient and identi-
cal minimum gradient) for the functions. The maximal costs are set to 1.

Since the relation of maximum and minimum gradient is constant (JUDWLR = 1000) for function
type B, the parameters of function type C  are derived for this gradient ratio. This function is

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x

type A (gmin aligned)
and type B

type C

Figure 2: Comparison of function types A, B and C for JUDWLR = 1000.
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depicted in Figure 2 in comparison to the function types A and B with parameters derived to
fit the minimum gradient of function type C. For this set of parameters only function type C
covers the full cost range, whereas the functions of type A and B take only cost values in the
range from 95% to 100%.

In Figure 3 the gradient ratio of function type C is set to 100. The functions of type A and B
are compared to this function. Again function type C covers the whole range of possible cost
values. For function type A and B the parameters are derived so that the minimum gradient is
aligned with the minimum gradient of function type C. The curves are nearly identical and
cover only the upper 30% of the possible function values. Aligning the values of JUDWLR of  the
function types A and C the minimum gradient of function type A is larger then the minimum
gradient of function type C.

As reference curve we depict in Figure 4 the function type C with JUDWLR equal 10. This curve is
compared with the functions for type A and B. For function type B it is not possible to align
the minimum gradient to that of function type C within the valid parameter range, causing
negative function values for small values of [. The function of type A with minimum gradient
alignment produces higher values than function type C, which is a result of the higher gradient
ratio. Comparing the functions of type A and C with JUDWLR equal 10 the function of type A has
a greater minimum gradient as the function of type C, which alters the gradient slower.

To sum up the parameter discussion, the logarithmic (type B) functions have the disadvantage
that the ratio of minimum and maximum gradient is constant, causing problems in the selec-
tion of appropriate parameters. For both, the root (type A) and negative-exponential (type C)
functions, the ratio of the maximum and minimum gradients is variable. The gradient of the
type A functions changes rapidly in the first third of the parameter space, whereas the gradient
of the type C functions changes smoothly over the whole parameter space. Since those smooth
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Figure 3: Comparison of function types A, B and C for JUDWLR = 100.
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changes are preferable for charging functions we will concentrate in the following Section on
the negative-exponential functions.

�� $SSOLFDWLRQ�RI�&RVW�)XQFWLRQ

In this Section the influence of the choice of parameters and weight of the cost functions for
the components bandwidth and buffer of a connection is investigated. The effect of combining
the requirements of multiple connections to one virtual path is demonstrated in the last sub-
section of this part.

���� ,QIOXHQFH�RI�WKH�*UDGLHQW�5DWLR

To evaluate the effect of different parameters of the cost functions for the required buffer we
assign the parameters of the cost function of the bandwidth to achieve a gradient ratio of 10.
The values of JUDWLR of the functions for the charge of the required buffer are set to 10, 100 and
1000. In order to apply the cost functions, which are defined for a parameter space between 0
and 1, we normalize the required buffer under the assumption that the maximum buffer per
connection is limited to 10000 cells.

In Figure 5 the curves for the total charge of the required resources of a connection with a
mean cell inter-arrival time of 20 and a coefficient of variation of 2 are showed with bold lines
and the curves for a cell stream with CoV 0.5 of the inter-arrival times are displayed in thin
lines. All shown cost functions have a bandwidth and buffer combination where the charge for
the connection is minimal and thus will be most probably chosen by the user. With higher
JUDWLR values the cost function for the buffer reacts more sensitive to a increase of the buffer re-
quirement. In addition to the costs for the bandwidth this fact leads to a shift of the minimum
costs towards a higher bandwidth. The effect can be observed for both example connections.
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Of minor importance is the influence of the different cost functions of the buffer to the
absolute value of the minimal charge for the connection, since the charging scheme has to be
consistent for itself.

���� ,QIOXHQFH�RI�6FDOLQJ
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Figure 5: Influence of varying gradient ratios of the buffer cost function
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The influence of the charge for the required buffer of a connection can be changed introducing
a weight factor Z. The total charge of a connection is derived with the following formula:

F 6&5 %7 F 6&5 Z F %7( , ) ( ) ( )= + ⋅1 2 (8)

The curves in Figure 6 are based on the previous data set, with resources derived for a cell
stream with negative binomial distributed inter-arrival times with IAT 20 and CoV 2. The
parameters of the component cost functions are set to achieve a gradient ratio of 10. Reducing
the weight of the charge of the required buffer from 1 to 0.66 and 0.33 the minimum of the
total charge is reached at smaller bandwidth in comparison to the non-weighted cost function.
As a side effect of weighting the buffer cost we obtain a reduction of the minimum charge for
the connection.

���� 'LVFRXQW�IRU�+LJK�5HVRXUFH�8VDJH

The properties of the component cost functions are chosen in a way that a customer is given a
discount for higher resource usage. To demonstrate this behavior of the charging scheme we
compare the 4-fold charge for a single connection with the charge for the 4-fold resources if
they are used by a single connection.

In Figure 7 we apply for both components, bandwidth and buffer, cost functions with a gradi-
ent ratio of 10 and add them equally weighted. The resource requirement is derived from a cell
stream with negative binomial distributed inter-arrival times with an IAT of 80 and a CoV of
0.5. The charge for this connection is displayed with the thin line. For four connections of this
type the charge is 4 times higher, which is illustrated with the dashed line. The solid line
shows the charge for a single connection with the same resource requirement. In comparison
to that the minimum charge for a single connection with 4-fold resource requirement is 10%
lower.
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Figure 7: Discount effect of the proposed charging scheme
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�� &RQFOXVLRQ

A resource based charging scheme for VBR-ATM connections was presented. The scheme
consists of different cost functions which are applied to the required resources of a connec-
tion. We assume that a connection requires resources in terms of bandwidth and buffer.

To determine the dependence of bandwidth and buffer we use a model based on the GCRA
algorithm. For this purpose the connection is described as cell stream with generally and inde-
pendently distributed inter-arrival times. The pairs of bandwidth and buffer which cause the
equal cell loss rate are considered to describe the buffer requirement in dependency of band-
width.

With respect to general properties of cost functions the root, logarithmic and negative-expo-
nential function types are identified as possible cost functions for the resource components.
By restricting the values of this functions to the interval between 0 and 1 and exploiting the
gradient ratio of this functions we obtain a measure for comparison. The negative-exponential
function type is most promising, since it allows an arbitrary choice of the gradient ratio with-
out limiting the range of the values. Further this function type has the advantage to change the
gradient slowly over the parameter space, which enables a wide application range.

In the last part of the paper the identified function type with different parameters is applied to
example data sets of bandwidth and buffer. For all parameters the total charge of the connec-
tion reaches a minimum. This minimum is shifted to favor higher bandwidth and lower buffer
requirement if the gradient ratio of the cost function for the buffer is increased. On the other
hand the minimum is shifted towards lower bandwidth and higher buffer requirement if the
cost function for the buffer is less weighted.

The properties of the cost functions are preserved in their application to the required re-
sources. This is shown by an example in which the costs of multiple connections are related to
the charge for identical resources in a single connection.

The resource-based charging scheme is easy to understand and therefore can count on accep-
tance by customers. On the other hand the charging scheme gives the network provider a
means to influence the user behavior. By a proper choice of the minimum of the cost functions
a uniform usage of all resources and therefore a high network load can be achieved.
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