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Abstract

In this paper, we analyze output traces of different voicgdecs and present analytical
models to describe them by stochastic processes. Both fHEL@GNd the G.729.1 codec
yield constant bit rate traffic, the G.723.1 as well as theGL&dec use silence detection
leading to an on/off process, and the GSM AMR and the iSAC cquleduce variable bit
rate (VBR) traffic. We apply all codecs to a large set of typsmeech samples and provide
quantitative models that are based on standard and modffiledf @rocesses as well as
memory Markov chains. Our models are in good accordancethétbriginal traces as they
capture the complementary cumulative distribution fumtt{CCDF) of the on/off phase
durations and the packet sizes, the autocorrelation fum¢®hCF) of consecutive packet
sizes, and the queuing properties of the original tracesdtition, they are rather simple
which makes them especially useful for application in atiedy and simulative studies.
The durations of the on/off phases in our model are an orderaginitude larger than those
found by previous work and to the best of our knowledge thikésfirst paper presenting a
model for VBR voice.

1 Introduction

Speech is usually sampled at a frequency of 8 kHz and each probeesid bpdne byte resulting
in a bit rate of 64 kbit/s. This information used to be transmitted continuouslyoingeiits in the
public switched telephone network. However, in packet-switched nesasekeral probes are
collected from intervals of fixed length, put into a packet equipped with header information,
and transmitted. This saves transmission overhead for individual prblogegever, the packeti-
zation delay contributes to the end-to-end delay seen by the applicatiotharefore, it cannot
be chosen arbitrarily large. Typical values Biare 20 or 30 ms depending on the voice codec.

Due to the high redundancy in human speech, voice data can be well gaegrbut differ-
ent voice codecs exploit this fact to a different degree. The G.711hen@.729.1 codec simply
encode speech into packets of fixed size. The G.723.1 and the iLBC detimt silence phases
during which they suppress the generation of data leading to an on/a#gs®n the packet
level. Finally, the GSM AMR and the iSAC codec take additional advantageeothhracter-
istics of speech and compress it into packets of different size leadingitdblabit rate (VBR)
streams.

This paper presents simple stochastic models for different types of epéedh. For on/off
processes we study several models of different complexity and agcuad for VBR traffic
we take advantage of memory Markov chains [1]. We analyze a largd satrple traces to



parameterize the different models. We validate the models by showing thatéleapture the

complementary cumulative distribution function (CCDF) of the on/off phagatiuns of the

original traces and the packet sizes, the autocorrelation function (AC&)nsecutive packet
sizes, and the waiting time when several synthetic processes are fed sanultbnto a single
server queue.

Source models for speech traffic seem to be an old and well-studied topieevdr, a look
into the literature shows that a large number of simulative or analytical stuli@s 4, 5, 6, 7,
8, 9, 10] and simulation tools like OPNET use by default an on/off model wigoeantially
distributed on/off phases with a duration of 352 and 650 ms, respectivigt of them refer
to [11] which cites “private work” [12]. We tried to track it, but without siess. The work of
Brady [13, 14, 15] seems to be the next popular source which reposs cheations for on/off
phases of about 1.3 s and 1.7 s, respectively.

Thus, the majority of research papers on this topic still relies on sourcelsnatiech were
accurate in the 60ies and 70ies. However, our studies of recent \aiee clearly show that
those models are outdated and do no longer capture the characteristicketiped voice traces
on the packet level. Therefore, we present revised source traffielsyavhich accurately de-
scribe the output of the currently most popular voice codecs. Sinceetigaly generated voice
streams are often used for simulative or analytical performance studiestglélsommunication
area, our findings are highly relevant and up-to-date.

The paper is structured as follows. Section 2 briefly reviews related.wbrkSection 3
we present measurement results of coded speech and derive quenstatihastic models for
typical vocoder output. We validate them by comparing the statistical propartgtthe queuing
behavior of synthetic traces to those of the original traces. Section 4 sumesaur work.

2 Related Work

A general introduction to traffic models can be found in [16]. The pagscudbes the ba-
sic ability of different models to reproduce characteristics of the originatgss like a non-
exponentially decaying autocorrelation. However, model parametermagiven.

Deriving source models for CBR speech traffic is a rather trivial task@se sources send
packets of fixed size in regular intervals. Codecs using silence deteictioantrast, generate
typical on/off packet processes which have often been charaatdrizéerature. Silence or
voice activity detectors (SD, VAD) may use a “hangover” to avoid “eligping” [17], i.e., they
switch from the on-state to the off-state with delay and, thus, prolong ttegidnrof the on-
phase. The fill-in technique bridges a short gap between two intervalgice activities and
produces a longer on-phase. Thus, the output of vocoders depentheir parametrization.
Most papers characterize the duration of uninterrupted activity or siléDider papers measure
analog voice while newer papers measure the generation or suppressji@ech packets. Most
of them study the duration of the on/off phases depending on the VADXiségsthe hangover,
and the fill-in. They use an exponential or geometric approximation of treidarof the on/off
phases, but point out that this simple model is not a good fit.

Early work [18] introduces the notion of talkspurts which is the duration efgpeech of
one party that may contain pauses. In later work, a talkspurt descritmastiguous interval of



recognizable speech, i.e., several talkspurts of a single party may fallckvather. The work
of Brady [13, 14] has reported different mean values for the duratiom/off phases depending
on the sensitivity of the VAD: 1.31s and 1.70s for -45 dBm, 1.3 s and 1.72-€@odBm, and
0.9s and 1.66 s for -35 dBm. Altogether 137.4 min of two-way conversatiens investigated,
i.e., 274.8 min of speech. Parameters for a discrete-time Markov chain withdtes sre given
in the paper to model the resulting output, but Brady also states that this isyootdit. [15]
presents an exponential model for generating on/off speech pattefime-imay conversations
and reports a duration for the on/off phases of 1.2 s and 1.8 s. Theseqtars are used, e.g., in
[19].

Most simulative and analytic studies use the values 352 ms and 650 ms for#tiedof the
on/off phases. They are reported in a paper of Sriram and Whitt [ha]cite the “private work”
of May and Zebo [12]. Interestingly, many papers [2, 3, 4, 5, 6, B, 8,0] use these values
and some of them wrongly refer to some of Brady’s works instead of cifiti@ydr [12]. In this
paper, we refer to this traditional model Beom-352/650

The ITU P.59 [20] recommendation specifies an artificial on/off model émegating human
speech. The durations of the talkspurts and silence intervals are 227#h&®&ms without
hangover and 1.004 s and 1.587 s with hangover. Jiang and Schulanestgated the G.729
Annex B VAD and the NeVoT SD [17] which use dynamic sensitivity threshttddetect talk-
spurts and silence intervals. In addition, they discuss the impact of harsgovhey reported
mean spurts and gaps of 293 ms and 306 ms for G.729B and 267 ms and 202Ne/6T
SD. They compared the queueing behavior of the empirical data with thef ameexponential
model and showed that this is a bad approximation. The dependence dk#ipeitaduration on
the hangover interval has also been studied in [21, 22].

In [23] Deng et al. observe that the assumption of exponentially distrittatkgpurts and
silence intervals is not a good approximation. They tested packet voicedanly VoIP tools
like vat, NeVOT, Maven and recognized silence phases only if they agerlttan 3 packets. As
a consequence, Deng reports mean on/off phase durations forrsatiweal speech of 7.24 s
and 5.69 s which is already by an order of magnitude larger than the modywiskd tradi-
tional Geom-352/650nodel. In [24] the distribution of the on/off phases of the codec traces is
approximated by a Weibull distribution. Only on/off phases larger than 108ens recognized.
The work reports mean talkspurt and silence durations of 1.58 s and.Qr8§28], the codecs
G.723.1, G.729B, and GSM FR were investigated. Their call level analysisdes a mean
holding time of 114 s. Their packet level analysis reports mean duratiod28% and 1.48 s,
2.37sand 1.56s, and 2.50 s and 1.55 s for the duration of the on/offgflaaske three codecs.
They propose to model their duration by a generalized Pareto distributibfoand long range
dependency in the rate of the superposition of several voice calls.

None of the above models considers the autocorrelations of the output gbtlecs even
though they are known to have an influence on the queuing behavior[P&hd Mark study
the queue length distribution of multiplexed heterogeneous sources irg2ah source is mod-
elled as a discrete-time on/off process with geometrically distributed on/ofigsharhe large
impact of positive autocorrelations on the waiting time in queuing systems is meshtioheot
expressed in terms of a quantitative measure.

In our work, we use a different interpretation of on/off phases whidinslar to the one of
[18]. On/off phases are recognized as such only if they are suffigiemg, otherwise we inter-



pret them just as short breaks or noise within on- or off-phasefigfire 1). As a consequence,
we report mean durations of the on/off phases in the order of 11 s whachdeder of magnitude
larger than those reported in the papers above.

In contrast to the above results, we show that based on our on/off pliaations a geometric
model leads to a good approximation of the queuing properties of voicetnislfire elaborated
models provide a good fit of the distribution function of the phase duratioth$ree autocorrela-
tion function of consecutive packet sizes. Thus, simple exponentidangtric models can be
further applied, but analytical or simulative studies should use apptepriaan values for the
duration of the on/off phases.

Although many papers model VBR video traffic [28, 29, 30], we are watra of any source
models for VBR voice codecs in the literature.

3 Source Models for Speech Traffic

In this section we consider two representatives of each of the threeediffeocoder types: con-
stant bit rate (CBR) codecs, codecs with silence detection, and vari&ltteb(VBR) codecs.
We apply each codec to a large set of typical telephone conversatidng 8 7 h speech)
from [31], a publicly available database of English speech sourceshwace specifically de-
signed to be used in research and speech technology. We then analyprigital packet traces
and provide quantitative models describing the codec output. To validatectioedance of
the stochastic models and the original traces, we compare the cumulativeudistrifunction
(CDF) of the packet sizes, the complementary CDF (CCDF) of the on/affekurations, the
autocorrelation function (ACF) of consecutive packet sizes, and @i2Fof the packet waiting
time when several voice streams are fed to a single server queue.

3.1 Voice Codecs with Constant Bit Rate

CBR codecs send a bit stream of constant rate which is independerg wbitte input. The
ITU G.711 [32] codec is mainly applied in digital telephony and uses pulse ausbulation
(PCM) sampled at a rate of 8 kHz and 8 bits per sample which results in a 64 stibién.
The algorithmic complexity is very low and due to the relatively high bandwidtlyeisthe
voice quality is very good and often used as a reference. The ITU @A B28ndard [33] was
also designed for voice communication and adds wideband functionality to.#29 Gtandard
by offering different bit rates from 14 to 32 kbit/s in steps of 2 kbit/s. Talpre the behavior
of the codecs in practice, we measured the output stream of the G.711ea@d7%0.1 codec.
Voice packets are usually transmitted using UDP over IPv4 entailing a headdread of 8
and 20 bytes, respectively. However, it is also possible to use additiorédiernative headers
like RTP (at least 12 bytes) or IPv6 (40 bytes). To be independenteohétwork layer, we
concentrate on the plain output of the codecs disregarding any headers

We measured the G.711 codec using CounterPath’s X-Lite [34], a freailable SIP based
softphone which produces a main stream of 68.8 kbit/s. The implementation addiee sends
its control information separately as well as piggybacked on regular datefs. The trace of
the G.729.1 codec was obtained using SkypeOut [35] to call a reguldinander from Skype.
The codec strictly differentiates between control information and acteaictpdata. Thus, both



Table 1: Packet types of the G.711 and the G.729.1 codec.

Codec | Type Packet size¢ Period

G.711 | Control 4 bytes 30s
Speech 172 bytes | 20ms
Speech + contro| 176 bytes 3s

G.729.1| Control 5 bytes 1s
Speech 38 bytes 20ms

codecs send periodic control information in addition to their main audio streabiie T gives
a detailed description of the packet sizes and the periods at which thegmtie Due to the
simplicity of the codecs in this category and the fact that their output ratem@ependent
of the input Table 1 suffices to easily generate synthetic streams for simslaticanalytical
studies.

3.2 Voice Codecs with Silence Detection

Voice codecs with silence detection are able to detect voice activity in ternspeéth on” or
“speech off” and transmit packets of fixed size only while the user is talKiigys, the output
on the network layer consist of contiguous talkspurts and silence inteithalso-called on-
and off-phases. Two prominent examples for such codecs are th8.G[BB] and the iLBC
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Figure 1: G.723.1 outputs an audio stream and control information. The atidam consists
of silence intervals and main talkspurts that are interrupted by shortdagaknoise.

vocoder. The G.723.1 codec is an ITU-T standard since 1995 whictspexsally designed
for voice coding at low bandwidth and is mostly used in VoIP applications,ia.fletmeeting
or Picophone. G.723.1 can operate in two different modes generatingi8siwith 24 bytes
chunks or 5.3 kbit/s with 20 bytes chunks every 30ms. We generate paakes using the
Picophone software [37] which relies on the reference implementationsaobdsbft. G.723.1
produces a main audio streams of fixed packet sizes and sends additiotral information of



1 byte every 3s (cf. Figure 1).

The Internet Low Bit Rate Codec (iLBC) [38] developed by Global IRisb(GIPS) is suit-
able for robust voice communication over IP. It is designed for narawdispeech and results in
a payload bit rate of 13.33 kbit/s for 30 ms frames and 15.20 kbit/s for 20 me&aThe codec
enables graceful speech quality degradation in the case of lost fraties, occurs in connec-
tion with lost or delayed IP packets. We used the implementation of XLite sendibgtés
every 30 ms resulting in a bit rate of 16.53 kbit/s which is slightly larger than tkdraticated
in the standard. Thus, some control information seems to be piggybacked.

Figure 1 shows a typical packet trace of the G.723.1 codec. No audietgaare transmitted
during a silence interval. The talkspurts, however, are interrupted day breaks which arise
from short pauses a speaker makes while talking. Obviously, the cetiectsithese pauses and
temporarily stops the transmission of voice packets. Due to this noisy strutitarautomatic
detection of the beginning and end of major talkspurts is difficult. We discuss tfifferent
approaches for their recognition.

(OW) We take contiguous on- and off-phases as observed in the originaldtat that major
talk spurts are cut in pieces. This method has been applied by previolks wor

(W) We require that on- and off-phases start with at leastonsecutive generated or sup-
pressed packets, which can easily be controlled by a single moving window.

(2W) We require that on-phases start with at lea$tconsecutive generated packets and that
off-phases start with at leasgt| consecutive suppressed packets, which can be controlled
by two different moving windows.
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Figure 2: Impact of the window parameterg andw?{ on the measured mean duration of the
on-phases for the G.723.1 codec.

Figures 2(a) and 2(b) show the measured mean duration of the onsphaasured by the 2W-
approach depending on the valuesugf andw?. The mean duration&[D7¢%] andE[ngf}l]



increase with both window sizes, but we recognize a stable plateau|for50 andwl > 15.
This means that neglecting short breaks within on-phases of less thaarntl Skort noise within
off-phases of less than 450 ms leads to relatively stable measured mees fealthe durations
of on/off phases. We consider the window parameitefs- 50 andw1 =15 useful and use them
in the following as standard for the W2-approach.

The measured mean values fof = 1 andw? = 1 in both figures correspond to the WO-
approach and the solid lines correspond to measured mean values forltappidach. The
measured mean value for the WO-approach underestimates the length o$t‘almntiguous”
on-phases by an order of magnitude. The W1-approach is unnebessnsitive to on-phases
for large windows sizes.

A similar behavior is observed for the iLBC codec for the same values|cindw?. The

statistical properties of the on/off phase durations are given for the3@.d2d the iLBC codec
in Tables 2 and 3 for the WO- and the W2-approach.

Table 2: Statistics about on/off phase duratibased on W0-measuremeinsluding parame-
ters for the correspondingBin and theGeomapproximation in packets.

Codec G.723.1 iLBC
Phase on off on off
E[Drea] 1.304 s 1.480 s 3.113s 3.279s
cvar| D™ 1.7938 2.9858 0.7697 1.9152
PNBIn 0.31302 0.11243 1.71571 0.27330
pBin 7.14891 - 1073 | 2.27372- 1073 | 1.62657 - 1072 | 2.49416 - 1073
p®eoM 12248591072 | 1.98671 - 102 | 9.54523 - 1073 | 9.06599 - 103

Table 3: Statistics about on/off phase duratibased on W2-measuremeirisluding parame-

ters for the correspondingBin and theGeomapproximation in packets.

Codec G.723.1 iLBC
Phase on off on off
E[D™¥] 11.54s 11.98s 11.23s 11.31s
cvar[ D" 0.61003 0.60261 0.58344 0.61887
PNBIn 2.70609 2.77289 2.96094 2.62917
pBin 6.98575-1073 | 6.89591 - 1073 | 7.84782- 1072 | 6.92564 - 1073
pCeoM 12509291 -1073 | 2.49792 - 103 | 2.66430- 1073 | 2.64550 - 103

The voice activity factor (VAF)x is the fraction of the number of generated packets and
the number of generated and suppressed packets. For the G.723.1 ave=ge. 44332 from
our measurements and for the iLBC we get= 0.48835. We approximate the distribution of
the length of the talkspurts and the silence intervals in packets with the geomistriloution
(Geon), i.e. P(XCGeM— k) = pGeom. (] _ pGeomk and the negative binomial distribution



Table 4: Statistics about on/off phase duratibased on W2-APD-measuremeimtsluding pa-

rameters for the correspondifBin and theGeomapproximation in packets.

Codec G.723.1 iLBC

Phase on off on off
E[DAPP] 10.43s 13.09 s 11.01s 11.53s
cvar[ DAPP) 0.61003 0.60261 0.58344 0.61887

NBIn 2.70812 2.77125 2.96141 2.62882

pNBin 7.73151-1073 | 6.30966 - 10~3 | 8.00652 - 103 | 6.79197 - 10~3

pCeom 1 286892 - 102 | 2.28604 - 10~3 | 2.71803 - 103 | 2.59457 - 103

I(r+k)

(NBin), i.e. P(XN®" = k) = 3y (pNB™)" - (1—pNB")*F, whereT is the gamma function.
Modelling truly contiguous on- and off-phase durations based on theurezhsnean values
E[Dreal] andE[ngc‘}l] given in Table 3 neglects the many breaks within a talkspurt resulting in
an overestimated VAF. We propose two different approaches to tacklertbem:

(APD) Adapt phase durations: we adjust the mean duration of the on/off pheesasured by
the W2-approach in such a way that the original VAF is met, i.e., weR[g& "] =
a - (B[Dy+E[Dy54]) and E[D[P] = (1-a) - (E[Dyi"]+ E[D}5]) to model the
durations of contiguous on/off phases.

(IB) Introduce breaks: we ugg[ D] and E[D'¢¥] of Table 3 to model the length of the major
talkspurts and silence intervals and generate talk and break phases wathatkdpurts
as observed in Figure 1 by geometric distributions. To that end, we mehsuagerage
durations of the talk and break phases observed within talkspurts arid GHfa/d/] =
1.464 s andE[D;e%, ] = 0.102 s for G.723.1 andE[D}%Y] = 3.128 s andE[Dje® | =

0.103 s for iLBC.

We denote on/off phase durations generated by the geometric and edgjatinial distribution
based on measurements from the WO-approach®yom, NBin-WO. If they are based on
the measurements from the W2-approach, we denote thef@éygm, NBin-W2-{APD, IB} to
indicate how the VAD is corrected. The parameters for the generation ofthend off-phases

. . . E Dreal )
(in packets) are derived a8Bn = [ andpNein — 1

I packetsl I — I I
ElDgckerd-cvar[Dpa E[Dgacked cvarl Digiend”

acl acket;2 -1 an d

summarized in Table 2 fofGeom, N’iSir}-WO a';1d in Table 3 fo{Geom, NBin-W2-{APD}.
A fair comparison of the traditional mod&eom-352/65@nd the G.723.1 output requires that
both have the same VAD. Therefore, we adapt the average length ofiff phases and get
Geom-469/533

Figures 3(a) and 3(b) show the complementary cumulative distribution funsct@CDF) of
the on-phase duration for the original traces and different models éo6ti23.1 codec. Fig-
ure 3(a) is obtained with WO-measurement while Figure 3(b) is obtained witihné&surement.
Looking at Figure 3(a) on the one hand, the traditional méasdm-469/53as significantly
shorter on-phase durations af@eom, NBin-W2-APDhave significantly longer on-phase du-
rations compared to the original traces. The accordance of the conggSéom, NBin-W2-IB,
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Figure 3: CCDFs of the on-phase durations for the original traces iéfedet traffic models.

Geom-WOQwith the curve for the original traces is acceptable, but not good. 8Bin-W2-IB
seems to be a good fit.

Looking at Figure 3(b) on the other hand, the on-phase durationsesmdydonger due to the
W2-measurement method. The traditional mag@ebm-469/533urprisingly overestimates the
on-phase durationgq(D}V?] = 12.59 and E[DV?] = 2.98) because off-phases are recognized
only if they are longer than 450 ms, i.e., the recognized on-phases contayrrefatively large
breaks. As a consequence, the VAF of the W2-measured trace-i§.8084 instead ofa =
0.44332 for the WO-measured original trace&eom-Weheavily underestimates the durations
(E[DY?] =1.39 and E[D}Y?] = 1.58) and so doe®Bin-WO(E[D}'?] = 7.05 and E[D}V?] =
6.41) although hardly visible in Figure 3(b). The CCDFs of tBeom-W2{APD, IB} do not
well approximate the CCDF of the original traces, Bin-W2{APD, IB} lead to a fairly good
match. Combining the results of the WO- and W2-measurenBit)-W2-IBprovides the best
fit for the original traces on different time scales.

The empirical autocorrelation function (ACF) for Iagan be calculated from: consecutive

random variables (RVX; (0<i<m) by r,,(j)= ng(” whereS2, is the empirical variance and

Con(j) = L = D o<icm—j(Xi —X) - (Xi+;—X) the empirical autocovariance of the RVs.
The values of,,,(j) range betweer-1 and1. If r,,(j) is close to 1, RVsX; and X;, have
almost perfect correlation, if it is close to -1, they have almost perfdéctarrelation. If consec-
utive RVs are independent and identically distributed (iid), an ACF,dfj) ~0 can be expected
for any lagl > 0.

To validate the different models, we consider the ACFs of consecutleepaizes which are
either zero or the standard packet size. The mean durations of themdsts have a significant
impact on the ACFs. Figure 4(a) shows that the original traces reveabgpositive ACF values
even for large lags. The ACF values for the traditional mag@ebm-469/53%&nd Geom-WO0
are significantly lower than those of the original traces. The same holdBan-WO0but to a
minor degree{Geom, NBif-W2-APDclearly overestimate the ACF of the original traces, but



{Geom, NBin-W2-IBmatch them fairly well.
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Figure 4: Validation of different traffic models for the G.723.1 codec witgioal traces.

Furthermore, we compare the queuing properties of the discussed mddetsat end, we
multiplex n = 20 periodic flows onto a single link, i.e., we consideranD/G/1— oo queue.
Packet sizes of different flows are independent of each othey. dreegenerated either by one of
our models or by randomly copying original traces. We choose the linkcagysaich that a link
utilization of 60% is achieved and measure the resulting waiting tivhef the packets. Due
to the periodic nature of the traffic, this scenario is hard to simulate becarigtattement of
the transmission instants of the flows within the periods impacts the waiting time sigtiifica
Therefore, we repeat this experiment 500 times using random placeroedifidrent runs. We
simulate 50000 periods for each run and cut off a warmup phase ofet@@lp before collecting
the statistics.

The CCDF of the packet waiting times are presented in Figure 4(b) for tt#8@A.¢odec. The
CCDF values decrease rather quickly for increasing waiting times, butimeatraost constant
at a level of2 - 1073. These long waiting times occur if sufficiently many flows are in the
on-phase and if the bandwidth does not suffice to carry the traffic alidtows are in the
on-phase. Thus, overload occurs which leads to significant quenthgatentially to packet
loss due to buffer overflow. Reducing the utilization by increasing the Vibaadwidth in the
experiment decreases the probability for very long waiting times. We haxseoha relatively
large utilization of 60% to make the differences of the queuing propertiesrahodels visible.

The adapted traditional mod&8eom-469/53heavily underestimates the waiting times of
the original traces and so d@seom, NBi-WO0to a minor degree{Geom, NBif-W2-APD
overestimate them slightly, thus, they provide a conservative approximatiotind queuing
properties of the original traces. The packet waiting time§&éom, NBif-W2-I1Bare in good
accordance with those of the original traces.

Summarizing, synthetic flows generated by the widely used source modgbddech traffic
Geom-352/65Mave too optimistic queuing properties as the duration of their on/off phases is
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too short. In contrast, the queuing properties of the singdem-W2-APDmodel provide a
conservative approximation of those of the original traces@adm-W2-18s a perfect match.
However, the ACF ofseom-W2-APDverestimates the one of the original traces, so the more
complex modelGeom-W2-IBmight be used. To meet the CCDF of the on/off phase durations
in addition,NBin-W2-IBshould be used.

3.3 Voice Codecs with Variable Bit Rate

Finally, we consider more sophisticated audio codecs that producetpadidifferent size de-
pending on the speech input and lead to VBR traffic. The GSM Adaptivé-Rate (AMR) [39]
codec is the default speech codec for third generation wireless systerperates at a rate be-
tween 4.75kbit/s and 12.2 kbit/'s. GSM is the most widely used standard for mdiulep
and the measurements were obtained using the 3GPP reference implemeritéieGEM
AMR. The iISAC [40] is a proprietary codec by Global IP Sound (GIP8&)cl produces a bit
rate between 10 kbit/s and 32 kbit/s. It is one of several codecs beidgbyste VoIP client
Skype [35]. Both codecs adapt their transmission rates to the quality ofothenanication
channel. While GSM AMR decreases the size of its speech packets in timad tthhsmission
quality to save bandwidth, the Skype implementation of the iISAC codec incriadssrate,
possibly to counteract packet loss by increasing information redugpdbemitis paper, however,
we concentrate on the behavior of the codecs under perfect netaoditions.

Speech
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Figure 5: Time series of packet sizes.

Figures 5(a) and 5(b) show typical traces for the GSM AMR and the iS#dec. GSM AMR
has a VAD, but in contrast to previous codecs, it sends empty packetgrfohronization pur-
poses instead of omitting them when there is no data to send. In addition, itqge®dilence
descriptor (SID) packets which describe the recorded backgronied to create adequate com-
fort noise at the receiver side in phases of silence. Thereforeatttepstream on the network
layer does not result in an on/off process. The iISAC vocoder dynéiynpraduces packets of
many different sizes and yields a true VBR stream being significantly diftdrom an on/off
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process on the packet level. However, we still recognize clusters imd-tb) with relatively
large or small packets which correspond to on/off phases. Table 5 simem#or both codecs
information about individual packet sizes and periods at which thegeare

Table 5: Statistical information about packet sizes and periods for origates and the mod-
elling MMC for both the GSM AMR and the iSAC codec.

Codec GSM AMR Codec iISAC

No data 0 bytes Control size 3 bytes
SID update 5 bytes Control period 20s

SID first 5 bytes main(packet size)| 21 bytes
Speech 31 bytes max(packet size) 166 bytes
Speech periog 20 ms Speech period 30ms
E[Ba 14.097 bytes E[Ba 71.319 bytes
Cvar| B3 1.0727 Cvar[ B2 0.626
E[BMMC] 14.096 bytes E[BMMC] 71.321 bytes
cvar[BMMC] 1.0728 cvar[BMMC] 0.621

N 3 N 7

Mg 10 Ng 15

W, 15 W 12

As on/off processes cannot modeltime series of different packet, sive use a memory
Markov chain (MMC) [1] for that objective. An MMC is a Markov chain wistitwo-dimensional
state(m?, m¢). The valuesn; andm{ can taken, andn, different valuess; anda;, respec-
tively. We use the following serialization of the two-dimensional state space:

((805a0)y vy (Sng—15a0)s -vy (80, Ang—1), ey (Sne—1, an,—1)). This equivalent conventional one-
dimensional Markov chain has(a; - n,) x (ns - n,) transition matrix. In our context, thg are
packet sizes and thg correspond to the average of the @St packets. Thus, the.]-projection
of the MMC-state yields a synthetic trace of packet sizes.

The MMC can model time seriek; with strong positive correlations and a recipe is given in
[1]. The X; are discretized inta, different valuess; and the corresponding moving averages
Xi= g Yocr<w, Xi—k are discretized inta,, different values:;. Thus, the tuple$X;, X ;)

are discretized into tupIe(sX;i,Y?). The empirical transition probabilities of the discretized

process(Xf,Y?) are taken as the entries in the transition matrix of the MMC. In the following,
we characterize memory Markov chains MM, n,, W,,) by the values of their parameters
Ng, Ng, andW,.

We tested different parameter settings to model the vocoder output bypeopaipte MMC.
The search for optimal parameters was performed until the ACF of the akigace and the
MMC matched sufficiently well. Removing iSAC’s control traffic leads to betésuits. The
parameters for both codecs are given in Table 5. Due to the lack of wigemmit the presentation
of the discretized packet sizesand the transition matrices of the MMCs, but provide them for
download from [41] or upon email request.

We validate the MMC models for the GSM AMR and the iISAC codec by comparing the
statistical properties of their synthetic packet traces to those of the origawds. Table 5
shows that the corresponding mean values and coefficients of variatidly differ. Figure 6(a)
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compares the analytically derived CDFs of the packet sizes to those ofigfeabtraces. The
CDF of the MM((3, 10, 15) model for the GSM AMR coincides with the one of the empirical
data since the original codec also outputs only three different packst Sihe trace of the iISAC
codec has a more stepless distribution of the packet sizes, but the seuetizhtion levels of
the MMC(7, 15, 12) model reproduce the empirical distribution quite well. More discretization
levels lead to a better approximation, but in this case the tradeoff was madelscavaimpler
and faster computable MMC.

1 . . . .
| Original traces (GSM AMR’
0.8t I 0.8 B _Original traces (GSM AMR) -
| MMC (GSM AMR) —
L _ >~ e
< 0.6 | S 06 “==_MMC (GSM AMR) —
\Y| I s—E i
P MMC (iSAC) S oul
: <~ Original traces (iSAC) =~
02l 3 \Original traces (iSAC) | 02 MMC (iSAC)
0 “ : : : : : 0 : ‘ : ‘
0 25 50 75 100 125 150 0 20 40 .60 80 100
Packet size x (bytes) Lagj
(a) CDF of the packet siz& (b) ACFs of consecutive packet sizes

Figure 6: Validation of the MMC model with the original traces for the GSM AMT ¢he iISAC
codec.

Figure 6(b) shows that the ACFs of the presented MMCs match those ofitfieab sample
traces very well for both codecs. We omitted the ACF for iid packet sizasatieagenerated
based on the empirical distribution because they yigl@j) =0 for all lags; > 0.

To compare the queuing properties of the analytical models to those of tlimabtigces, we
feed their output to an - D/G/1 — oo queue like in Section 3.2. We uge= 20 sources and
choose the link bandwidth such that the system operates at differenttigitizaFigures 7(a)—
7(b) show the CCDF of the obtained packet waiting times for the GSM AMR anthé iISAC
codec. The CCDFs for the original traces and the MMC match quite welifferent load levels
while the CCDFs of iid packet sizes sampled according to the empirical distribfutiection
underestimate the waiting time of the sample traces significantly.

Summarizing, the MMC-based model approximates the CDF of the packet #igeACFs,
and the queuing properties of VBR voice sources quite well while peritigisampled iid
packet sizes fail to do so. It is simple enough to be integrated in any simulatitvase and
appropriate parameter sets are available at [41] for GSM AMR and iSAC.

4 Conclusion

In this paper, we studied the output of fundamentally different voice and®&o that end, we
sampled a large set of standard telephone conversations [31] andeh#the vocoder output.
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Figure 7: CCDFs of packet waiting timés of ann - D/G/1 — oo queue fed by original traces
and synthetic traffic.

We proposed stochastic models approximating the properties of originabteam validated
them. These models are useful for analytic and simulative performandesstud

G.711 and G.729.1 are constant bit rate codecs sending packets dfifigad regular inter-
vals. They differ in the length of these intervals, in the transmitted packeisidehe associated
control information.

G.723.1 and iLBC are codecs with silence detection producing fixed paides but in an
on/off manner. Individual on- and off-phases are difficult to deteen@ia on-phases are inter-
rupted by short breaks. However, they can easily be filtered by a twdew approach. The
average durations of on- and off-phases in literature are in the of@e5 s, but we found them
in the order of 1.4 s and 3.1 s depending on the codec without filtering abd ididependently
of the codec when the short breaks are filtered. The validation showédyhthetic traffic
generated by geometrically distributed on/off phases with durations of H0d §2.1 sGeom-
W2-APDfor G.723.1) have the same queuing properties as the original tracesh®fidreaks
within the on-phases need to be modell&edm-W2-1B to produce the same autocorrelation
function (ACF) for consecutive packet sizes like in the original traces fit the cumulative
distribution function (CDF) of the original traces, the duration of the ongbfises are better
modelled by a negative-binomial distributiaNBin-W2-IB.

Variable bit rate (VBR) codecs such as the GSM AMR and iSAC also setadinlaegular
intervals, but use variable packet sizes. We modelled the time series ecotinse packet sizes
by a memory Markov chain (MMC). The synthetic output of the MMC matchesQbé& of
the packet sizes, the ACF of consecutive packet sizes, and the gueaperties of the original
traces very well. IID packet sizes generated according to the empirgtdbdtion function have
a significantly different ACF and queueing properties. The full pararston of the MMC can
be downloaded from our website [41].

The most important result of this work is that the mostly used durations offqptialses
of 3562 ms and 650 ms are too short such that their use in performancessainderestimates
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packet loss and delay. Thus, future simulations or analyses using sgmibiee sources should
better rely on our parameters. Furthermore, we provided an accurite tnadel for VBR
codecs producing different packet sizes which has not been stoeliere.
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