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1 Introduction

Next generation networkdNGNs) must integrate the services of current circuit-
switched telephone networks and packet-switched data networks. Thiereo
gence towards a unified communication infrastructure necessitatestfeonigh
capital expenditure€CAPEX) andoperational expenditurd®©PEX) due to the
coexistence of separate networks for voice and data. In the end, N@stoffer
the same services as these legacy networks and, therefore, thepnovide a
low-cost packet-switched solution with real-time transport capabilities fer te
phony and multimedia applications. In addition, NGNs must be fault-tolécant
guarantee user satisfaction and to support business-critical pesasse in case
of network failures.

A key technology for the operation of NGNs is theternet Protocol(1P)
which evolved to a common and well accepted standard for networking iimth
ternet during the last 25 years. IP is easy to use and almost all netgalkiices
support it. Theoperation, administration and maintenar{@A\&M) of IP net-
works is partly automated and scalable. However, IP has no particubarsmé
supporting real-time communications that requjtelity of service(QoS) guar-
antees in terms of packet loss and packet delay. Furthermore, théofatance
in conventional IP networks is limited to the signaling and recalculation of rout-
ing tables which leads to unacceptably long reconvergence intervaladéir
ure.

There are two basically different approaches to achieve QoS in IP rietwo
With capacity overprovisioningCQO), an IP network is equipped with sufficient
bandwidth such that network congestion becomes very unlikely and Qo&ris
tained most of the time. CO causes increased CAPEX in terms of capasity co
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but low OPEX since resource management and human assisted apexie
are low. Moreover, no complex hardware or software is required widhiilling
systems can be simple, and only little coordination among network entities-is nec
essary. For these reasons, CO is an appealing option for tokikgrmet service
providers(ISPs). However, methods to determine the appropriate amountief ove
provisioned bandwidth are difficult to design and have been investigaitehly

a short period of time by now. The second option to achieve QoS in IP netwo
is admission contro{AC). AC represents a network-inherent intelligence that
admits real-time traffic flows to a single link or an entire network only if enough
resources are available such that the requirements on packet lodslapdan

be met. Otherwise, the request of a new flow is blocked. AC causesseie
OPEX because it makes the network and router operations more coritlso
needs more human interaction and control than CO and requires intsidite
among the ISPs to achieend-to-end(e2e) QoS. However, AC limits CAPEX
to a modest amount and turns potential QoS violations due to capacitygdorta
into call blocking. In addition, it can prevent unexpected overload dugaffic
changes caused by, e.g. new network applications, BGP route changgernal
network failures and thus protects the admitted traffic.

1.1 Contribution

This work focuses on resource management and control mechafdstGNs,

in particular on AC and associated bandwidth allocation methods. We begin with
a short introduction to the IP an@eneralized) multi-protocol label switching
((G)MPLS) technologies, then summarize the state of the art conce@uBgn

the Internet, and raise issues on network resource management.

The first contribution consists of a new link-oriented AC method called
experience-based admission conttBBAC) which is a hybrid approach deal-
ing with the problems inherent to conventional AC mechanismspi@meter-
basedbr measurement-based ABBAC/MBAC). PBAC provides good QoS but
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suffers from poor resource utilization and, vice versa, MBAC ussesukees effi-
ciently but is susceptible to QoS violations. Hence, EBAC aims at increasing th
resource efficiency while maintaining the QoS which increases the resesfu
ISPs and postpones their CAPEX for infrastructure upgrades.

To show the advantages of EBAC, we first review today’s AC appreseind
then develop the concept of EBAC. EBAC is a simple mechanism that safely
overbooks the capacity of a single link to increase its resource utilization. We
evaluate the performance of EBAC by its simulation under various traifidie
tions. For static traffic, EBAC reaches steady state and its performamnceais
sured by the achievable overbooking factor and the resulting padist trethe
presence of traffic changes, the transient behavior of EBAC catubied and its
performance is measured by the link utilization and the reaction time of EBAC,
i.e., the time required by EBAC to adapt the overbooking factor to cutraf
fic conditions. We further extend the EBAC concept such that the ooknhg
mechanism is aware of different traffic types. This improves the EB&Gop-
mance with regard to traffic changes on the flow scale level. Despite its link-
oriented design, EBAC is well applicable in a network-wide scope without the
need for link-by-link application. For that purpose, it may be applied tauair
border-to-bordefb2b) capacity tunnels within, e.g., a (G)MPLS network where
label switched pathd_SPs) may implement the tunnels.

The second contribution concerns dynamic resource allocation in t@nsp
networks which implement a specifitetwork admission contrdNAC) archi-
tecture. In that architecture, traffic is carried through admission-cibedr ca-
pacity tunnels established between all pairs of border routers in the hetwor
The tunnels allocate portions of the link capacities in the network. They have
either constant or variable size, i.e., capacity is assigned to the tunnels by
ther static bandwidth allocatio(SBA) or adaptive bandwidth allocatiogff\BA).
With SBA, the tunnels suffer from over- and under-utilization in the presei
changing traffic demands. In contrast, ABA continuously adapts thestsimes
to the current traffic conditions. Both methods lead to different AC systém
general, the performance of different AC systems may be evalugtedriven-
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tional methods such as call blocking analysis which has often been applied
the context of multi-servicasynchronous transfer mo@sTM) networks. How-
ever, to yield more meaningful results than abstract blocking probahilities
propose a new method to compare different AC approaches by tispeatve
bandwidth requirements. In particular, a network dimensioning apprsguro-
vided that calculates the capacity requirements of tunnel-based AC with eithe
SBA or ABA. Afterwards, the bandwidth savings achievable with ABA aee d
termined. They directly decrease the CAPEX of ISPs with regard to tHeyskp
overall network capacity.

To present our new method for comparing different AC systems, sé fi
give an overview ofnetwork resource managemefMRM) in general. Then
we present the concept of ABA for capacity tunnels and describe itsreeq
ments on the network and feasible implementations. Afterwards, the aahlytic
performance evaluation framework to compare different AC systgntlseir ca-
pacity requirements is illustrated. The corresponding network dimensj@qin
proach yields the required network capacities for tunnel-based AC witheBH
ABA. Different network characteristics influence the resulting bandwsati+
ings. Therefore, the impact of various traffic demand models ancetumple-
mentations, and the influence of resilience requirements on the bandesttigs
potential of ABA is investigated.

1.2 Outline

The remainder of this work is structured as follows:

Chapter 2 gives a short introduction to NGN key technologies such asttre |
net protocol and (generalized) multi-protocol label switching, and dilszmusses
issues on quality of service and network resource management.

Chapter 3 presenexperience-based admission con{feBAC). It starts with
an overview of AC in general and then provides details on the concegédal
sign of the EBAC mechanism and on its performance evaluation by simulation
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The performance of EBAC in steady state, i.e. for rather constafittrafinves-
tigated. The results give a proof of concept for EBAC, allow for recwnda-
tions regarding the EBAC system parameters, and show the robusfrieBA0
against traffic variability. Afterwards, the performance of EBAC in thespnce

of traffic changes is evaluated for decreasing and increasing tratiesity. To
improve the concept, we make EBAC aware of different traffic typeseatend

it towardstype-specific overbookingl SOB). The concept extension is described
in detail and the performance of conventional EBAC and EBAC with TSOB is
compared. The chapter ends with a proposal for the application of EBAC
network scope.

Chapter 4 presentadaptive bandwidth allocatiofABA) for admission-
controlled capacity tunnels. In the beginning, various issues on netesokirce
management are discussed and the concept of ABA for capacitylsyitsee-
quirements on the underlying network architecture, and two alternativieimp
mentations are presented. The subsequently developed performaication
framework consists of a general capacity dimensioning algorithm thassdc
on the inverted Kaufman-Roberts formula for the calculation of blockiradpp
abilities, and that is customized to yield the required tunnel capacitiegdéc
bandwidth allocatiofSBA) and ABA. Using different procedures specific to the
bandwidth allocation methods, the overall required network capacity iByfina
calculated for SBA and ABA. The difference between these capacifpessents
the bandwidth savings that can be achieved with ABA. The savings potential
of ABA depends on many network characteristics such as the suppradic
demand model, the applied tunnel implementation, and the question if network
resilience should be considered or not. Numerical results illustrate theimpa
all these factors on the achievable bandwidth savings.

Finally, Chapter 5 summarizes this work.
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2 Next Generation Network
(NGN) Key Technologies

This chapter gives an introduction to key technologies for next generagt
works (NGNs). The Internet protocol (IP) is described in detail beeat will be

the base technology for NGNs. In addition, the (generalized) multi-pobtabel
switching ((G)MPLS) technology is considered since it allows for an eaple-
mentation of network capacity tunnels for which we propose adaptiveviidih
allocation in Chapter 4. Finally, we discuss issues on quality of service)(QoS
and network resource management (NRM) because they are mostlingnis
today’s Internet and are indispensable for NGNs.

2.1 Internet Protocol (IP) Technology

In the past decades, the Internet protocol (IP) architecture [Iaf}holved to

the most important technology for worldwide communication. Therei&reavill

be fundamental for NGN solutions. The details on IP are presentedsadtenrt
introduction to communication protocols and the concept of protocol ilayer

To complete the big picture of Internet communication, some examplagtoéh
layer protocols are explained that enable seamless communication heinee
systems. Furthermore, the structure of today’s Internet is illustrateddtiress-

ing scheme of IP is explained, and the forwarding of IP datagramsl lmaseout-

ing tables is illustrated. These routing tables are automatically built by routing
protocols that are essential elements of the IP technology.
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2.1.1 Communication Protocols

Communication protocols enable the communication between remote systems
They are used to exchange messages that must be interpreted eywaéiliydm-
munication participants. For heterogeneous remote systems develpphfi b
ferent vendors, the protocol specifications must be available to thecplihe
protocols for Internet communication are standardized bynternet Engineer-

ing Task ForcdIETF) [3] whose standards are called “Request for Comments”
(RFCs). These protocols are used in a stacked fashion and, in theitgrdirild

the Internet protocol stack.

Protocol Layering

We consider web surfing to explain the principle of the Internet protdéaoksand
toillustrate the use of layered protocols in a top-down fashion. When zlides

on a hyperlink containing a uniform resource locator (URL), the welvbeo
generates a request message to the computer hosting the URL. A web ser
program, running on the remote computer, processes this messhgerats the
content associated with the URL back to the web browser. The structdiinten
pretation of such messages is defined by the hypertext transfer @r@toicT P)
used for communication between web browser and web server. Ifra glie-
gram, e.g. a web browser, contacts a server program at a wellrklamation,

we speak of client—server communication.

HTTP is an example for an application layer (AL) protocol located on top of
the Internet protocol stack shown in Figure 2.1. When two processesnoote
machines, e.g. client and server program, communicate, the egethamessages
must be addressed with local port numbers on the message seddbeanes-
sage receiver side to enable correct message delivery.

For that reason, HTTP usually runs on top of the transmission contrtdqwl
(TCP) [4] which is a transport layer (TL) protocol defining the poriinering
at the local machines. The TCP-related data is called a protocol heradés a
attached to the HTTP message which, in turn, is the protocol payload of TCP
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AL Data (e.g. HTML)————— [ ]
AL pommmm AT e AL
TL Header (e.g. TCP)———[T ]
LU e L
NL Header (e.g. IP)——f[T |
I B i NL | .-
LLC-0 | ™ Lo LL Header (e.g. Ethernet) >l T | A LLC-1
MAC-0 | .- - | MAC-1
“ | PL-O PL-1 )

Figure 2.1:Different layers representing the Internet protocol stack.

The packet containing the HTTP and TCP information must be convepesd,
sibly over several intermediate hops, to the destination computer. Findiag a
to the destination is a matter of the Internet protocol (IP) which is a netwgek la
(NL) protocol. IP standardizes the address space of network dewities Inter-
net and some other aspects. The IP header is prepended to the Td&P &ied
the HTTP message. The resulting packet is also known as IP datagnarooii-
secutive application of various protocols is called protocol layering akitg.

The logical link control (LLC) translates IP datagrams into encapsulated b
patterns, also called frames, such that the beginning and the end ofi@ den
be recognized in a continuous bit stream. In addition, the LLC adds &sinec
to the frames to verify whether the bit patterns of the IP datagrams hare be
transmitted correctly. The point-to-point protocol (PPP) performsetiesks on
a point-to-point link. Another widely used protocol is the high-level data link
control (HDLC) protocol. The media access control (MAC) regulates ab-
cess of network devices to a physical medium if several devices al@m@mon
medium. For instance, the well-known ethernet protocol implementingahe ¢
rier sense multiple access with collision detection (CSMA/CD) [5] principle is a
MAC layer protocol that controls the access to a common bus sharesbyas
attached stations. Together, LLC and MAC constitute the link layer (LL) of the
protocol stack.
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The physical layer (PL) transforms bits into physical signals that arestra
mitted hop by hop between network devices. The protocol stack in Figtire 2
applies to a typical Internet scenario and deviates slightly from the origpeai
system interconnection (OSI) model defined by the International Stdizdéion
Organization (ISO). Compared to the Internet protocol stack, the ISOf@del
is rather academic. The size of a transmitted data unit grows as heaglema
secutively attached to it. When the data units is passed on from the sowrce ov
several intermediate network devices to the destination, almost all infiomra-
lated to the AL, TL, and NL protocols remain unchanged, while the informatio
attached by LL and PL protocols is renewed for each hop.

2.1.2 The IP Protocol

We motivate the necessity for a network layer abstraction like IP to enabke tra
parent communication across network boundaries and, thereadtailscn the
IP protocol are presented.

Inter-Networking

There are many types of physical transmission media used for dasadraation.

For their operation, these media require hardware-specific protocdfeghys-

ical and the link layer, i.e., various PL and LL protocols are deployedfierdnt
networks and they are not necessarily compatible. Communication basad
specific link layer is thus only possible within a single homogeneous network
infrastructure. However, data exchange among multiple and physidtitlyemt
networks is a prerequisite for global communication. Therefore, aarktiayer
abstraction like IP with its unifying addressing scheme is required to transpo
higher layer data transparently over heterogeneous networks.

10
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0 8 16 24 32
Ver ‘ HLen ‘ ToS Packet Length
Identifier Flags Offset

TTL | Protocol ID Checksum

Source Address

Destination Address

Options (variable) Padding (variable)

Figure 2.2:Structure of the IPv4 header.

The IP Header

IP datagrams traversing the Internet are equipped with an IP headseudyout

is shown in Figure 2.2 [6]. The first 4 bits indicate the IP version of the-data
gram. The next 4 bits show the length of the IP header in multiples of 32 bit.
The header length is variable due to optional fields at the end of the h&ader
fit the header size to a 32 bit multiple, it is padded with zeros. The 8 bits of the
type of service (ToS) field can optionally be used to assign a priority clabgto
datagram whose entire length in bytes including the header is represegritesl b
following 16 bits. The 16 bit identifier field is required if a packet, on its way
from source to destination, is fragmented into several smaller piece® dioe

ited link-specific maximum transfer units (MTUS). These pieces then tiave
same identifier. The 3 bit flag field controls the fragmentation process13lbit
offset field indicates the amount of payload in units of 8 bytes that haeadjr
been sent in previous fragments. The time-to-live (TTL) is initially set tosi-p
tive integer value that is decremented by 1 for each hop. If the TTLhe=azero,

the IP datagram is discarded and the sender is notified with an Interrtedlcon
message protocol (ICMP) message. The protocol number identifetyple of
protocol used to transmit the payload. Examples are number 6 for T@eno-

ber 17 for UDP. The checksum protects the IP header and is used tateatsl
integrity. If the checksum evaluation yields an error, the datagram isrdisda

11
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The next two 32 bit words carry the source and the destination IP adldféise
datagram. The options field at the end of the header can be used téordesto
implement source routing, i.e., the field contains a list of next hops that be
visited one after another on the way to the destination.

Currently, version 4 of IP (IPv4) [1] is in use. IP version 6 (IPv6] ias been
standardized few years ago and is expected to replace IPv4. The chajoge
in IPv6 concerns the extension of the address space from 4 to 16 dmttes)(
As more and more network devices need to be addressable, IPw&sadsdrare
supposed to run short in the future. Network address translation (SATinid-
term solution to mitigate this problem.

2.1.3 Higher Layer Protocols

In the Internet, worldwide connectivity is achieved through the IP nethayrir
abstraction. We now consider transport layer (TL) and application Iy
protocols running on top of IP. In particular, TL and AL protocols regdifor
real-time communication are described.

Transport Layer Protocols

Transport layer protocols organize the multiplexing of data streams ditier-
ent applications into an IP packet stream. They also enable a machingdn as
the received data to the corresponding processes. From an applipatitrof
view, data are transmitted between so-called sockets on the sender aed the
ceiver side. Such a socket is identified by a source and destinatiordBsacn
the NL and by a source and destination port number on the TL. A port isah lo
address through which a communication process is sending or regengs-
sages. For some server programs, there are well-known stanoi@ndupnbers,
e.g. port 80 for web servers. Together with the protocol ID (cf. FBg2), the
NL addresses and the TL port numbers constitute an identifier for indiltdaf-

fic flows. This flow descriptor can be used for prioritization or policinggmses
to achieve service differentiation of different flows (cf. Section 2.3Tb reach
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that goal, a descriptor is inspected to check whether a packet belongpéoitic
flow. TL protocols also perform other essential but protocol-spec#icstéhat are
described in [7] for TCP and UDP as the most prominent represegsgativthe
Internet.

Transmission Control Protocol The transmission control protocol
(TCP) [4] is a connection-oriented protocol which enables reliable mégs$on
between two communication end systems. All data segments transmitted over
TCP must be acknowledged to ensure the complete and in-order gedivére
data. The actions performed by the TCP protocol are described byrstaténes

that work in a session context, i.e., they use information specific to individ
TCP sessions, e.g. the number of the last transmitted but yet unaekiyed
TCP segment. Another task of TCP is flow control based on a sliding window
mechanism. Sender and receiver of a TCP flow agree on a certaineebuffer
(window) size that limits the amount of data that is sent without acknowledge
ments for all previous data segments. In case of network congesto,GR
sender detects packet loss through missing acknowledgements andpase-
quence, decreases its sending window size drastically. This throttles gaigan
sion rate and reduces the amount of unacknowledged data in the neffiark
such an action, the TCP sender recovers its transmission rate by slovelgsimg

its sending window size. As its sending rate is controlled rather by the network
state than by the application, TCP is not suitable for real-time communication
with stringent delay constraints.

User Datagram Protocol  The user datagram protocol (UDP) [8] is very
simple and does not provide any means for reliable transmission. Iteh&a

8 bytes long and contains the source and destination port number, twoibyte
dicating the length of the payload, and a checksum byte which enables UDP
receivers to detect bit errors in the UDP header. No flow or congestiotmol is
applied to UDP flows that are mostly sent by real-time applications whosie traf
must not be slowed down by occasional packet losses.
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Application Layer Protocols

Standardized AL protocols are required to enable the interoperabilitytwbrie
applications from different vendors. Usually, they use the TL capabibifid<CP
or UDP. We do not explain any AL protocol in detail but merely give aergiew
of the most prominent representatives. The AL protocols mentioned iiotlow-
ing are not specific to real-time communication and, therefore, they wilkkd
the same way in NGNs and in the traditional Internet.

General Application Layer Protocols There are a lot of widely
used AL protocols like the hypertext transfer protocol (HTTP) whichstie
tutes the base of the worldwide web (WWW), the simple mail transfer proto-
col (SMTP) standardizing electronic mail exchange, or the file trarsfato-

col (FTP) used for server-provisioned file downloads. The domamensystem
(DNS) maps domain names of network devices, e.g. the Google webr ser
“www.google.com”, to their corresponding IP addresses and is thed for most
communication setups.

Application Layer Protocols for Peer-to-Peer Networks In
these days, peer-to-peer (P2P) networks play a decisive rolelireg#ne amount
of traffic transported in the Internet [9]. In the recent years, a |diftérent P2P
network architectures have emerged. As a consequence, mamemppproto-
cols and those under GNU public license (GPL) have evolved that fotdfer-
ent aspects of P2P networking. Some protocols, e.g. Chord, caudrdssable
network (CAN), Pastry, and Kademlia are concerned with applicatiosi-tewt-
ing and object location in potentially very large overlay networks consisting o
nodes connected via the Internet. For that purpose, they construitiutesd hash
tables (DHTSs) that serve as indices for, e.g. the search of documdpP2® sys-
tems. Other protocols like Avalanche, BitTorrent, FastTrack, or the muliso
file transfer protocol (MFTP) are focused on global data storage, sfearing,
and rapid content distribution within a single virtual P2P network. The alistve
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of P2P-related protocols is far from being exhaustive. A good overcie P2P
systems and their applications is given in [10].

Protocols for Real-Time Communication

TCP is not suitable for QoS-stringent real-time communication and UDP pro
vides neither reliable data transfer nor in-order data delivery. Thedeother
functionalities are added by special protocols developed particulantgébtime
communication.

Protocols for Real-Time Transport The real-time transport protocol
(RTP) [11] provides an end-to-end delivery service for real-time dach as
interactive audio and video. This service includes payload type identifiG st
quence numbering, timestamping and delivery monitoring. RTP typicalig ru
on top of UDP to make use of its multiplexing and checksum services. RTP itse
does not provide any mechanism to ensure data delivery nor any Quarg
tees but relies on lower-layer services to do so. It merely assignsesalenti-
fiers and sequence numbers for the synchronization of multimediarstrdde
source identifier allows a sender to multiplex several media streamsjoécg.
and video, into a single RTP packet flow and it allows receivers to identfy m
dia streams from different senders, e.g. in case of video cordeseThe se-
quence numbers enable the receiver to reconstruct the sendekét gaquence
and, hence, addresses the deficiency of UDP to deliver packetsén-&ome
additional information is carried in the RTP header that can be used threync
nize the payload of RTP packets or to identify the format of the carriedaned
stream.

A protocol closely related to RTP is the real-time transport control prbtoco
(RTCP) [11] that monitors the QoS of RTP packet flows and convess@ein-
formation between RTP senders and receivers. In particular, REGedpally
exchanges messages to map the timestamps of different streams tolackallc
time such that synchronized playback of voice and video is possiblePRID
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provides sender reports to identify the sender and its streams, anereeports

to give feedback on the achieved transmission quality. Applications neahiss
information to adapt their media coding to good or bad channel condifidmes.
frequency of the reports depends on the traffic rates of the medianstiagad on
the number of participants in a session since only a small fraction of th& ban
width should be consumed for control purposes.

Protocols for Media Streaming Mutlimedia streaming of voice or
video data is unidirectional and thus non-interactive real-time communicatio
Since interaction is not required, a transmission delay in the order ofidgd®
acceptable for live transmissions such as webradio, video on deiviay or IP
television (IPTV). Sources of streamed data can include both live detis fend
stored clips. Usually, the playback of a media stream starts after a cartaiméa

of data is buffered. The real-time streaming protocol (RTSP) [12]dstatizes
the control of streaming traffic between sender and receiver.

Protocols for Setup and Control of Real-Time Communication

A challenge for ubiquitous communication is to contact a callee if his current
IP address is unknown. The session initiation protocol (SIP) [13] feating,
modifying, and terminating sessions with one or more participants, solies th
problem. To reach that goal, SIP provides a registration function thaisalleers

to register their current locations at proxy servers. These seplecscalled SIP
servers, help to route requests to the user’s current location, to so#terand
authorize users for services, and to implement provider call-routifigea SIP
invitations are used to initiate sessions. They carry session descriptidra-tha
low participants to agree on a set of compatible media types. Supporsidreses
include Internet telephone calls, multimedia distribution, and multimedia confe
ences. SIP provides further mechanisms for call managementpartcipants
can be invited during a session, the media encoding format can beechagl
new media streams can be added. SIP can run on top of severaemfiffEc
protocols.
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The H.323 protocol is standardized by theernational Telecommunication
Union (ITU) [14] and has the same objectives as SIP. The equivalent tolthe S
proxy is called gatekeeper. The H.323 protocol suite is an umbrellassthtitat
is more specific about other protocols. It mandates RTP as trangptwtpl for
media streams and requires each terminal to support G.711 enqoelechsIn
addition, it describes how Internet phones have to interoperate thgaigivays
with the public circuit-switched telephone network.

Other Protocols on Top of IP

The addressing of specific port numbers is not necessary if netievikes com-
municate with each other independently of any application. The Internétoto
message protocol (ICMP) [15], for instance, is used by hosts, iqwad gate-
ways to communicate network layer-specific information such as notifizatio
about expired TTLs to each other. Another example for direct messagsport
over IP is the resource reservation protocol (RSVP) [16].

2.1.4 The Structure of the Internet

The Internet consists of many interconnected independent admiwisttatits,
so-called autonomous systems (ASes). It is organized in an pséeidoehical
(since not completely strict) structure with different levels called tiers asillus
trated in Figure 2.3 [17].

Tier-Based Hierarchical Structure The networks of tier-1 Internet ser-
vice providers (ISPs) constitute the backbone of the Internet. Thegliaetly
connected to each other and provide worldwide service. Tier-2 ISpshane
regional or national coverage. To reach other areas in the Interegtatk con-
nected to one or several tier-1 ISPs. Lower-tier ISPs, i.e. ISPs h&dp®, con-
nect to the Internet via one or more tier-2 ISPs. At the bottom of the lsieyare
access ISPs which sell Internet access directly to end users andtquaiéaders.
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Figure 2.3:Pseudo-hierarchical interconnection of Internet service providers

If access ISPs are connected to only one higher-tier ISP, they ard stlie-
ASes. In general, access networks implement a strictly hierarchidateature
while networks of higher-tier ISPs have a more plain structure [18]. Aarttous
systems that transport traffic whose source and destination are lonatéuer
ASes are called transit networks. A unigue 16 bit autonomous systemisemu
(ASN) is assigned by thimternet Corporation for Assigned Names and Numbers
(ICANN) [19] to every AS for inter-AS routing purposes.

A provider ISP charges a customer ISP a fee which typically depentseon
bandwidth of the link connecting both ISPs. To save costs, tier-2 ISPsatsay
connect directly to each other and, in doing so, become peering mrSmne
tier-1 ISPs also act as tier-2 or lower-tier ISP and sell Internet actesgly to
large companies or institutions. To remain connected to the Internet inoase
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an uplink failure, lower-tier ISPs may be simultaneously connected to multiple
higher-tier ISPs. An ISP is called single-, dual-, or multi-homed depgnalirits
number of connected provider ISPs.

POPs and Direct Peering Points In an ISP’s network, a point of pres-
ence (POP) is a group of one or more routers to which routers of diifesr ¢an
connect, no matter whether these ISPs are on the same tier or not. Endude
content providers connect to the Internet through POPs, too. Farecting to
the POP of a provider ISP, a customer typically leases a high-speed ligk eith
from the provider ISP itself or from a third-party telecommunications joiev

A tier-1 provider typically has many POPs scattered across differegrgphi-

cal locations in its network and multiple customer ISPs connect into eachs# th
POPs. Two tier-1 ISPs may also peer with each other at multiple pairs of.POP

Internet Exchange Points In addition to direct peering points, ISPs of-
ten interconnect at Internet exchange points (IXPs) that are ownedjer-
ated by either an ISP or a third-party telecommunications provider. AnisXP
a shared interconnection infrastructure, where multiple ASes can intezcb
through switches and routers at the IXP. Subject to mutual businessragnts,
ASes can interconnect with some or all of the other participants at theThé>.
trend for interconnecting ASes is that tier-1 ISPs connect to each atieetld
via direct peering points, whereas tier-2 ISPs interconnect with othe2 t8Ps
and with tier-1 ISPs at IXPs [20].

2.1.5 IP Addressing and Packet Forwarding

IP datagrams carry addresses of their source and destination fourfhesp of
packet delivery. We first describe the structure of IP addresskthan explain
the forwarding of IP datagrams by routers which is based on the matoiing
destination IP address and network masks.
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IP Addressing

Hosts and routers connect the links to their neighbors through physieefbices.
In general, hosts have only one interface while routers have sevdtar. IP
addresses are assigned to interfaces rather than to machines agfdr¢héiosts
mostly have one IP address whereas routers have several IRseklr€hese ad-
dresses are 4 binary octets, i.e. 32 bits, long and are usually written ird-dotte
decimal notation, e.g. 132.187.106.131. Tihdeftmost bits of an IP address
are called the network prefix or network mask which is denoted.by:.d/n.
The rightmost part of an IP address signifies an interface within a netWbe
prefix length was initially restricted to valuese {8, 16,24} for class A (/8),
class B (/16), class C (/24), and class D (/24) network addresses £lad-
dresses are specified by the network prefix 0/1, class B by 128/2:las$92/3,
and class D by 224/4. Class D addresses are reserved for multicpsses.
Class C addresses cover only 254 interfaces within a network becaedade
address O is invalid by definition and address 255 is used for the puvpbsead-
casting within a network. For comparison, class A addresses coveRdpin-
terfaces but, due to their large address space, there are only 128 adlddesses
since the network prefixes 0/8 and 127/8 are reserved. The classfitiqning
of the IP address space leads to an unnecessary limitation of netwdirkepre
and network sizes. Since 1993, classless inter-domain routing (ClizRj)sehe
prefix sizen to have arbitrary values between 1 and 32. A further subdivision of
ASes into smaller units within such authorities is called subnetting.

IP Packet Forwarding

The correct forwarding of IP datagrams is the most important task t? aouter.
For that purpose, the routers maintain routing tables that specify exagihjith
outgoing interface an IP packet must be forwarded. The routing taédepted in
Table 2.1 serves as example in the following illustrations. A routing tabldstsns
of pairs of network prefixes and corresponding outgoing interfatles.notion
of routing signifies two different tasks. The first one is the calculationefolut-
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Network Prefix | Interface

127/8 127.0.0.1
192.168.2/8 192.168.2.5
192.168.2.96/6| 192.168.2.96
192.55.114/8 193.55.114.6
193.168.3/8 192.168.3.5
0/32 193.55.114.129

Table 2.1:Example IP routing table.

ing tables done with help of routing protocols as described in Section Ze6.
second task is the determination of the correct outgoing interface forcamin
ing IP packet according to the routing table, i.e. the routing table lookup. Th
latter performs a longest prefix match between the network prefixes iotite
ing table and the destination address of the IP packet and thus deterngnes th
outgoing interface. If the destination address of an IP packet matchkipls
network prefixes, e.g. 192.168.2.96/6 and 192.168.2/8, theep&forwarded
on interface 192.168.2.96 instead of 192.168.2.5 due to the lomgfx match.

IP packets with destination addresses that do not match any netwarifiespee-

fix in the routing table are routed to the default destination (0/32) and fdewar
on the corresponding interface. The interface number 127.0.0dtefethe so-
called loop-back device which returns IP packets back to the machine Tfhedf
mechanism is used for debugging purposes.

The network prefixes a.b.0/17 and a.b.128/17 can be aggregatet:vo rzet-
work prefix a.b/16. This procedure is called route aggregation and bekeep
routing tables small as the routing of the entire address space can bsewrigd
in a very compact manner, i.e., the traffic to be forwarded on a carttErface
can be specified by only few network prefixes. Hence, route agtpegaakes
IP forwarding a scalable process provided that the IP addresseslimaheget are
assigned with respect to the hierarchical Internet structure depicteglireR2.3.
For that reason, ICANN assigns IP addresses blockwise to the ISieh,viin
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turn, assign them to their customers. As a consequence, all traffic tauthe c
tomers of an ISP can be routed using the ISP’s network prefix. Exceptan be
handled by the “longest prefix match first” rule.

2.1.6 Routing Protocols

IP packets are forwarded according to routing tables that are coedignside

IP routers. The setup of routing tables is mostly done automatically by &ariou
routing protocols [21] that operate in different scopes. These pt#@xchange
reachability and topological information to determine for each router tixé ne
hop towards any destination IP address. ISPs are generally not willingdoske
information about their networks and the applied routing to their competitors.
Moreover, the entire Internet is simply too large for the global excharfigke-
tailed routing information. Therefore, routing in the Internet is done iniarah
chical fashion that reflects the structure of the Internet (cf. Fig8e Each AS
represents an autonomous routing domain where the routing of ASahiérn
addresses can be done independently of other ASes. This is calleddntigin
routing and performed by interior gateway routing protocols (IGPs)ate\gay

is a router that enables IP packets to cross an AS boundary. If arcketpa ad-
dressed to a distant AS, it needs to cross a number of transit ASess thited
inter-domain routing and the inter-AS path is determined by exterior gateway
routing protocols (EGPs).

Intra-Domain Routing

Interior gateway protocols can be classified into distance vector protaodls

link state protocols. They associate cost values with interfaces and stirese
metrics to calculate the length of a path. Interface costs may be set equally to
one (hop count metric), set explicitly by network administration authorites,
derived automatically from characteristics like delay or utilization of the adjac
link. Both IGP types determine a shortest, i.e. lowest-cost, path fronmraestoua
destination to avoid routing loops. We explain the two IGP concepts and discus
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the routing information protocol (RIP) and the open shortest path SPEF)
routing protocol as examples.

Distance Vector Protocols The distance vector protocol approach is
based on the Bellman-Ford algorithm [22]. It requires each router fotaia
a distance table that contains the next hop router and the path costsHate=sac
tination within the routing domain. Initially, the table holds only the router itself
and its directly linked neighbors as destinations with path costs of zero or the
respective interface costs. A vector containing the reachable destmatidrthe
associated path costs is transmitted periodically to all neighboring routers. |
router A receives such a distance vector from a rodterd adds the costs of its
interface towards3 to the received path costs and compares them to the costs in
its own distance table. If no entry for a destination exists or if the new patk cos
to a destination are lower than in the distance tabla ahen the next hop router
in this table is replaced by and the new path costs vi& are inserted. The
updated distance information is then disseminateditg all its neighbors and,
when no more distance table modifications are necessary, the algorigmuev
ally converges. If an interface becomes inactive, its costs are setndayirguch
that a new lower-cost path is found. A regular exchange of distarutergecauses
the propagation of this information and initiates an update of the distance.tables
The routing information protocol (RIP) version 2 [23] exchanges &iRer-
tisements, i.e. distance vectors, every 30 seconds over UDP. Iter daes not
get an update from its neighbor once within 180 seconds, it assumethithat
neighbor is no longer reachable. In RIP version 1, hop count wakassmanda-
tory metric, i.e., the interface costs were all one. The maximum path wesés
restricted to 15 and, therefore, a maximum network diameter of 15 hapsaw
prerequisite for the application of that protocol.

Link State Protocols  Link state protocols are used by routers to broad-
cast the identities and metrics of their attached interfaces to all other rawters
the network. Each router can thus reconstruct the complete networloggpo
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by evaluating those broadcast messages, the so-called link state adventis
(LSAs). Having a complete view on the network, each router locally caezpu

a minimum cost path to every destination in the network by Dijkstra’s shortest
path algorithm [24]. The results of the path calculation are finally compiled in
the routing tables.

The open shortest path first (OSPF) protocol version 2 [25] bamsddink
state advertisements either in a 30 seconds interval or if a topology clsathgre
tected. To check whether a link is operational, OSPF periodically sencklisal
“Hello” messages to each directly linked neighbor. Other messagesaceto
exchange LSAa between neighboring routers. The information in thesliSA
stored in databases that are used for the calculation of shortest pathsqiial
cost multi-path (ECMP) option of OSPF allows the use of multiple paths to a
destination provided that they have the same costs. For large ASes, Bie OS
protocol allows to subdivide the network into OSPF areas, where separa
stances of the protocol run independently of one another. Each aseat least
one area border router with similar responsibilities as an AS gateway rotter
set of all area border routers constitutes an OSPF backbone area mtimary
task consists of routing traffic among the other OSPF areas in the AS. €blsm
anism makes OSPF scalable by reducing the amount of exchanged LSAs

The intermediate system to intermediate system protocol (I1S-IS) [26]-is an
other link state routing protocol specified by the ISO/OSI standard. Af&PO
which originates from the IETF, IS-IS is the mostly utilized IGP in the Internet.

Inter-Domain Routing

Gateway routers are used to interconnect neighboring ASes and #ieychiarge
of exchanging traffic destined for different ASes then their own. ViErsa, each
gateway router must be reachable from the Internet which requirestitrk

prefix to be present in the routing tables of other gateways. Currenthg #re
over 10000 ASes in the Internet and, therefore, the routing tableséordomain
destinations can become very large. To overcome this issue, i.e. téheerpm-
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ber of network prefixes low, route aggregation is absolutely necefsainyter-

domain routing. The shortest path principle known from intra-domaitingus

not feasible for inter-domain routing purposes because the varioasdaotnain
metrics used in the different transit ASes are not comparable. Inteath paths
are thus primarily chosen with respect to routing policies. A typical exanode
for such policies could be that traffic is only forwarded to trusted 1SPtspitee

vide enough capacity.

The de facto standard for inter-domain routing is the border gatewagqmio
(BGP) version 4 [27]. Every AS contains a dedicated router called “BaaRaker”
that exchanges information about reachable networks with the BGRespazt
neighboring ASes over reliable TCP connections. This information isdtare
BGP routing tables that coexist with IGP routing tables in the gateway roliters.
an AS has several BGP speakers, special care must be taken toimedmisis-
tency. To support policy-based routing decisions, gateway routeisuace for
each reachable network prefix a list of attributes, e.g. the gateway emldeesses
and their corresponding AS numbers on the known inter-domain pa¢hefidre,
BGP is called a path vector protocol which works similarly to a distance vector
protocol. However, BGP does not send the routing information perithglicat
propagates only updates like route changes or route withdrawals ifszegel
a BGP route fails, it may take tens of minutes until the BGP protocol coaserg
and a consistent view in the BGP routing tables of affected Internet gpdda/a
reached.

Inter-domain routing imposes two challenges on the BGP protocol. Firstly,
BGP speakers of neighboring ASes must exchange reachability iafimemSec-
ondly, this information must be distributed among all intra-domain routérsrw
an AS such that a shortest path to the closest gateway router (thereemayr®
than one) is present in the IGP routing tables. The first task is perfoboynéue
exterior border gateway protocol (E-BGP). The second task is stggpby the
interior border gateway protocol (I-BGP) which distributes the reaitihainfor-
mation from the BGP speakers to the AS-internal routers.
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2.2 Multi-Protocol Label Switching
(MPLS)

Multi-protocol label switching (MPLS) is a mechanism located between the link
layer and the network layer that provides several means for traffimeering
(TE). We first describe conventional MPLS and then discuss its resgemsion
towards generalized MPLS (GMPLS) for heterogeneous networkamvients.

In Section 4.1.3, we address further issues on resource manapeitteMPLS

and GMPLS.

2.2.1 Conventional MPLS

Multi-protocol label switching is a connection-oriented packet switchinglme
anism that uses IP routing protocols [25, 26] and other protocols (B8e3es-
tablish bandwidth-assigned label switched paths (LSPs) in a networlcdliésl
“multi-protocol” because its architecture [31] allows multiple network layrer p
tocols like IP to be carried on top of it. The principle of MPLS is “route at the
edge, switch in the core”. As illustrated in Figure 2.4, an IP packet egterin
MPLS network is routed at the network edge by an ingress label edgerrou
(LER) which equips it with a 4 byte MPLS label — a so-called shim headed— an
forwards it to a MPLS core node called label switching router (LSR). TBR
forwards the packet by fast packet switching according to its incomiegfate
and its attached label. An incoming label map (ILM) stores this information to-
gether with a corresponding outgoing label and interface. The labelrsngtc
process requires entries for every LSP in a management informatmn(MIB)
of the LSRs. An egress LER finally removes the MPLS label from the tReta
In practice, modern Internet routers are capable to process bothdIMBLS
packets.

There are two major alternative protocols for the establishment of LSBs in
MPLS network. RSVP with tunneling extensions (RSVP-TE) [29] modifies th
conventional RSVP [16, 32] known from the integrated services (Im)Seet-
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Figure 2.4:LSP providing a new IP forwarding adjacency.

work architecture [33] such that MPLS labels can be distributed. Thstiint-
based label distribution protocol (CR-LDP) [30] extends the originatlialis-
tribution protocol (LDP) [28] to constrained-based routing. CR-LDB haen
designed particularly for MPLS but the IETF now seems to favor RS¥PEE-
tablished LSPs can be associated with bandwidth reservations by usinghe.
primitives of RSVP. They can thus be considered as virtual links takirigcae
pacities from the physical links connecting the MPLS routers and repiage
new IP forwarding adjacencies. In Chapter 4, we investigate adaptjpacity
tunnels that may be implemented by LSPs. Both protocols, RSVP-TE and CR
LDP, provide means for the reservation of resources whereas tree geaeral
LDP is not able to make reservations.

The label distribution and switching paradigm enables explicit route pinning
which allows for a better traffic control than shortest-path routing. Thisgee
cially useful for traffic engineering (TE) [34—36]. The connectiagiented MPLS
technology is often viewed as a modified version of asynchronoudéransde
(ATM) with variable cell size. However, the profound difference betwthe both
is that ATM enables a two-fold aggregation with its virtual connection and vir-
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tual path concept while MPLS allows for many-fold aggregation by thekstgc
of multiple labels, i.e., a LSP may be transported over other LSPs. Tdisrée
helps to build scalable network structures, so-called LSP hierarchigs [37

2.2.2 Generalized MPLS (GMPLS)

Generalized multi-protocol label switching (GMPLS) is the logical extension
MPLS to the optical networking domain. For that purpose, GMPLS pravide
multi-layer switching hierarchy which supports packet switching (PSC tim
vision multiplex (TDM), lambda switching (LSC), and spatial switching (FSC)
as illustrated in Figure 2.5. Hence, GMPLS can be considered as a migtsau
control plane paradigm for technology-spanning management ofdgeteous
network resources. An IETF working group has specified the GMRLtBitac-
ture [38] and further RFCs [39] for the standardization of GMPLS. Softhese
RFCs are focused on necessary enhancements to existing MPLS sigradifP
routing protocols. Others are dedicated to GMPLS network recoveryhwhic
an important issue for QoS-enabled transport networks. Besidesathegasds,
different aspects of the GMPLS technology and its application for TE@are s
marized in [40-42].

GMPLS adopts all means for TE from MPLS. With regard to the heterdatyene
of LSPs in GMPLS, the construction of LSP hierarchies [43] is suppdyddSP
nesting (cf. Figure 2.5), i.e., lower-order LSPs are aggregatechigter-order
LSP like multiple wavelengths are bundled on a single fiber. GMPLS also uses
link bundling as a new means for TE to reduce routing information, i.eltjpies
parallel logical links between adjacent nodes can be bundled andtiaddeas
a single link to the routing protocol. LSP nesting and link bundling are intended
to improve the scalability of GMPLS networks. Another important charestier
of GMPLS is the strict separation of data forwarding and network conthith
are managed on different planes. The data plane is focused on desaairi@tion
and used only for fast connection-switching between different typdsSe's.

In contrast, the control plane is used for all signaling tasks perfornasgurce
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Figure 2.5:Multi-layer switching hierarchy in the GMPLS architecture.

discovery, dissemination of topology state information, channel manag or
fault isolation. The link management protocol (LMP) [44] running betwed-
jacent GMPLS network nodes has been specified for this purpose.rhdies
the underlying links more manageable and automates label associatiagthro
all switching layers.

2.3 Issues on Quality of Service and
Resource Management

Due to economical reasons, a convergence of conventional coitation sys-
tems such as telephony networks, and IP networks like the Internet in@Na N
architecture is desirable. Traditional telecommunication networks hase tay-
enue generating properties:

e They offer quality of service (QoS) in terms of limited packet loss, delay,
and jitter which denotes the delay variation among the packets of a flow.
The associated premium services support interactive real-time commun
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cation such as telephony or more demanding multimedia applications like
video conferencing or mission-critical telematic applications.

e They are highly efficient, i.e., they allow for high resource utilization due
to the simple structure and easy management of homogeneous network
resources like the 64 Kbit/s integrated services digital network (ISDN)
channels in the traditional public switched telephone networks (PSTNSs).

e They provide high reliability which is required for carrier grade networks
and business-critical applications such as virtual private networkisi§y.P
Business customers want a 99.999% service availability and they are not
willing to bear the consequences of network outages.

In IP networks, routers switch and forward packets received frgmtimter-
faces to output interfaces. In between, the packets may be quewsd tiedy can
be switched or sent through the output interface. Packet delay may iocthe
routers if the fill levels of the queues increase due to congestion in the swgtch
fabric or on the outgoing interface. Since the queues have limited sizecémey
overflow in case of traffic overload such that packets are discar@edpacket
loss occurs at the IP level. Packet loss and delay can be avoided ifseune
links provide sufficient resources to carry the traffic or, vice vefghe traffic
load is kept low enough for the available tranmission capacity.

The enforcement of QoS constraints requires the allocation of netvesrk r
sources dedicated to high-quality communication services [45]. Inrgeme-
quested network resources are expressed by bandwidth dematnbisdheafrac-
tion of the network capacity if granted. To guarantee a high resourcéceffy,
the network resources have to be managed appropriately which is acathe
plex task with regard to the heterogeneity of resources in currently degblost-
works.

The availability of IP networks is endangered by network outages. Rocaer
fail due to software bugs, bad configurations, or hardware crakims may fail
due to physical damage. As a consequence, some network regigrisecame
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unreachable. If a route in a network fails, the automatic reconstructiyutihg
tables by the routing protocols provides an alternative path if such a pistis ex
in the current topology. So far, the process of finding a deviation roktes ten
the order of minutes if the timers of the routing protocols are set to defalilt v
ues. Currently, the IETF aims at decreasing the reconvergence tilReaiting
protocols and, therefore, develops the IP fast reroute (IP-FRiR)ework [46].
Alternatively, MPLS fast reroute (MPLS-FRR) [47] may be used taatemraffic
at the routers closest to an outage location to achieve a fast failure reactio

Future networks will be packet-switched to support the connectionlasstP
nology but they also have to provide QoS and high reliability to satisfy custome
and, simultaneously, efficient resource utilization to maximize providess’
enues. Service differentiation, capacity overprovisioning, and admissntrol
are approaches to introduce QoS in packet-switched networks. Netesmirce
management helps to achieve efficiency and reliability in NGNs.

2.3.1 Service Differentiation

Internet traffic is partitioned and classified to enable service differentiatio
IP networks. High-priority packets are served preferentially to redoeie loss
and delay in overload situations. They may, for example, overtake fawitg
packets in the queues of a router. In addition, low-priority packets majise
carded with a larger probability to leave the buffer space for high-pripetkets.
However, such mechanisms only lessen the effects of congestionlopiidgity
traffic. They cannot prevent that massive overload leads to Qoadketipn. In
the following, the differentiated services framework is introduced whigblém
ments preferential treatment of IP taffic on the packet level. Buffaragament
and packet scheduling disciplines in routers can adjust the packenidstelmy
among different traffic classes.
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Differentiated Services

The differentiated services (DiffServ) framework [48] introduc#fedent traffic
classes. Corresponding per-hop behaviors (PHBs) define hovetsaaf these
classes are forwarded by routers. Therefore, the terms traffic atasPHB are
equivalent in the DiffServ context. The differentiated services cod# (IDSCP)
indicates the PHB of an IP packet in the ToS field of its IP header and {saaiee
labeled with DSCPs either by hosts or by access routers. Traffic coreliian
the network edge limit the rate of the classified traffic entering the netwadrk. T
PHB-specific rates are monitored and, depending on the policy, diffactions
may be performed:

e Incoming packets are marked as in- or out-of-profile according todhe c
ditions specified in a service level agreement (SLA). This is done on an
aggregate basis, i.e., packets are treated unaware of the flows tbey be
to. One possibility is to discard packets that are marked out-of-profile.

e A second policy is downgrading the traffic to the best effort class.

e A third option is to carry the excess traffic according to its PHB and to
discard the marked packets only if overload occurs. This is called palicing

o Finally, traffic conditioners may act as spacers, i.e., they may detefsa
until they are in-profile according to the SLA conditions. They discard
packets only if the spacer buffers overflow.

The DiffServ concept scales well since only a few PHBs have to beostgzp
by the routers. The original IP approach is only marginally modified isethe
DSCP is recorded in the already existing ToS field. However, servicereliff
tiation on the packet level likewise impairs the QoS of all flows belonging to
a PHB [49]. For applications with stringent QoS requirements, it is pabfer
to block some flows entirely in overload situations and to provide high QoS for
some others. This mechanism is called admission control (AC) and willde th
focus of Chapter 3.
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Buffer Management and Packet Scheduling

The implementation of PHBs simultaneously accounts for buffer managem
and packet scheduling algorithms.

Buffer management mechanisms decide whether or not routerfdnafter
received packets in their queues if the forwarding is interrupted duegestion.
In case of buffer overflow, packets are usually discarded. Thislsibyffer man-
agement policy is called drop tail. Random early detection (RED) gatevBays [
discard packets based on PHB-specific probabilities that depend onffee b
occupation.

Packet scheduling is an online algorithm that determines the order in which
buffered packets are leaving the queue. The normal proceedingtinfifirst-
out (FIFO) scheduling which does not distinguish between differef@d?Static
priority (SP) scheduling strictly prefers packets of higher priority clageebe
forwarded, and it delays packets of lower priority classes until no rhagle-
priority packets are buffered. Other scheduling mechanisms like glézest pro-
cessor sharing (GPS) [51] or weighted fair queuing (WFQ) [52] s@mackets
of different traffic classes according to predefined fractions of g-hop pro-
cessor capacity that may correspond to a link bandwidth. Weighted ol
(WRR) [53] can be considered as an easy to implement approximathi-gf.
Earliest deadline first (EDF) [54] requires deadlines indicated in thegpead-
ers. EDF serves the packet with the earliest deadline first which reésch-
ing or sorting in real-time.

2.3.2 Overprovisioning

A resource-extensive solution to provide QoS in IP networks is capaeéy o
provisioning (CO) [55], i.e., the network is equipped with sufficientdwialth

such that congestion becomes unlikely. Since CO does not limit the traffic to
avoid overload, all flows are admitted. CO can be combined with differafit

fic classes by implementing priority scheduling mechanisms. Low prioriffidra
can use the bandwidth provisioned for high priority traffic under noerad sit-
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uations without additional mechanisms. Bandwidth provisioning proesdaie
fundamentally different from access to core networks due to the éiffetegrees

of traffic aggregation. Access networks have a limited aggregationdexktheir
physically constrained ingress lines allow for an estimation of the peak &dite tr
fic on the network links. Large core networks have a high level of agdien

and the traffic peak rates on the links depend significantly on the stochastic a
guments of multiplexing [55]. Bandwidth provisioning can be based offidraf
forecasting [56] that initially requires link measurements to determine the cu
rent traffic intensity. In addition, traffic forecasts must account taden load
changes which may be due to internal network outages or external BG® r
changes [57]. Such unplanned events make traffic forecasting @red difficult
task. Since no madifications to the dominating IP technology are requif@és C
quite appealing to today’s ISPs. Practical experience shows that C@asiplap-
plied since the utilization of core networks is very low nowadays [58]. Hare
there is little known evidence of how much extra bandwidth is required to have
a sufficiently low overload probability. The resource efficiency of C® baly
been investigated for a short time [59,60] and is a critical question torarical
considerations.

2.3.3 Admission Control

Service differentiation and CO avoid congestion by preferring highrpyitraf-

fic in the routers and by providing sufficient network capacity. Howebety do

not limit the amount of traffic in a network, which is the actual cause foges-

tion and subsequent packet loss and delay. The limitation of high-pricaffyctr

is performed by admission control (AC), i.e., QoS-demanding flowstrbe ex-
plicitly admitted for transmission at a declared rate. Hence, AC guaratiiees
QoS of admitted flows at the expense of flow blocking. The transmissies o4
admitted flows are controlled by traffic conditioners such as spacedioers.

Figure 2.6 gives a schematic overview of the relation between AC and the

resource reservation process for QoS-stringent flows in IP neswéirk imple-
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Figure 2.6:Admission control as part of the resource reservation process.

mentation following this procedure is given by the integrated servicesgintS
network architecture. Initially, a resource reservation request is Ieidigy an
application to the reservation process in a router by the means of a cesour
reservation protocol like RSVP. The request contains informationta@o8 re-
quirements (e.g. delay constraints or traffic class), traffic descsijéog. mean
and peak data rate) [61], and flow specifiers that identify the packetslofv.

The reservation process first authenticates the flow using a policy torddule.
Based on the information in the flow request, the AC entity then decides whethe
the new flow can be supported without violating the QoS of already admitted
flows. If the new flow is accepted, the flow specifiers are propagatee fuaitket
classifier in the router. The traffic conditioner receives the trafficrifgecs and

the packet scheduler is notified about the QoS requirements of the némily a

ted flow. If the reservation is established, incoming data packets arei@ssb
with their corresponding reservation by the packet classifier. Thectradfdi-
tioner enforces that a data flow behaves according to its traffic degsrgotd it
takes appropriate actions to avoid congestion. Finally, the packet dehgdies
preferential treatment to packets with established reservations.
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Admission control can be implemented in various forms. IntServ, faaits,
uses RSVP to signal resource reservations along a path on a hagplbasis. In
this architecture, the network nodes treat flows individually with regardei th
classification, policing, and scheduling, which leads to heavy overhehdcal-
ability problems. DiffServ can also be enhanced by AC, e.g., if AC ifopered
only at the network border routers where traffic conditioners mark tokeis
with their corresponding DSCPs [62]. Core routers in a DiffServ nétvoan
then keep their simple PHB-dependent operations and remain unafyiadi-o
vidual flows. A drawback of DiffServ-like AC is that QoS can only be grdeed
if the resource utilization by high quality traffic is sufficiently low [63]. In @ha
ter 3, we introduce a new AC approach that simultaneously aims at intgeas
the resource utilization and maintaining QoS. A key function in all implemen-
tations of AC is resource reservation and, therefore, AC is part ofetbeurce
management in a network.

2.3.4 Network Resource Management

In circuit-switched networks like PSTNs, connections are coupled withuexc
sively dedicated physical resources. Therefore, only call blodkingo network
congestion can occur. In connection-oriented but packet-switcharearchi-
tectures like MPLS, resources are explicitly reserved by setting up paths,
LSPs, with associated bandwidths. The IP technology is connection-késh w
actually makes its management simple. However, its connection-lesdigrara
complicates the establishment of resource reservations in IP netweckside
packet streams must be identified and related to their reserved resourc
Network resource management (NRM) in IP networks is a difficult task.

Therefore, it is divided in and performed on multiple layers known &z plane,
control plane, and management plane [64]. Each of these planis bas func-
tions and tasks to do. In the early years of IP networks, NRM was notiasig
since the offered services were simple and the corresponding ambdata
was small. With increasing numbers of QoS-critical services (e.g. \wiee|P
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(VolP), video on demand (VoD), IP television (IPTV)) and increasialymes of
corresponding traffic, ISPs nowadays face a great challengelPTteehnology
itself does not provide sufficient means for appropriate NRM. Tloeeefiffer-
ent technologies like DiffServ and MPLS are combined with IP to reach dak g
More details on NRM issues in IP networks are discussed in Section 4.1.

2.3.5 Prototype Implementations of NGN
Architectures

The need for NGNs has provoked several pilot projects for the eagimgeand
testing of potential NGN architectures. All of them intend to enhance today’s
Internet infrastructure by QoS mechanisms.

The Internet2 initiative [65] is a research consortium supported by 20@r
universities in the United States that work in partnership with industry aned gov
ernment to develop and deploy advanced network applications ancbteghes
for accelerating the creation of tomorrow’s Internet. The Europeanrusup-
ports information society technologies (IST) and offers funding fojguts in the
so-called framework programs (FWPs). The TEQUILA project [i§Gjart of the
5th FWP and it concentrates on service definitions and traffic engineedts
to obtain end-to-end QoS guarantees. The AQUILA project [67] is aladdd
within the 5th FWP. It proposes an enhanced architecture for QoS in tie In
net and, to reach that goal, it exploits existing approaches like DiffB&&erv,
and MPLS. The PlanetLab project [68] is an open platform for the invetibig
and development of planetary-scale network services. The Planetinsists of
a collection of machines distributed all over the world, provides a commfin s
ware package for networking, and serves as an overlay networletedttalso
serves as a prototype for the GENI project [69] which is an experirmtzuiity
organized by the National Science Foundation (NSF) in collaboration with the
research community. Its goal is the invention and demonstration of algioima
munication network which offers services that are qualitatively bettertthase
in today’s Internet. The EIBONE project [70] focuses on the investigaiod
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development of robust and reliable communication networks that sisatikfy
the bandwith and service requirements of the 21st century. The maimesisfs
on broad-band backbone networks. EIBONE consists of 18 siybeisded by
different institutions and it is supported by the Bundesministerium fir Bgdun
und Forschung (BMBF) of the Federal Republic of Germany.

The resource management concepts presented in this work haveldedn
oped in the context of the KING project [71], where KING means “keyne
ponents for the Internet of the next generation”. KING started in Octabel
and ended in September 2004. It was funded by the BMBF and the Sielh@&n
which organized the project together with seven participating Germaaratse
institutes. KING is the first NGN research project that combines QoSctspe
network efficiency, and reliability issues, and suggests a comprefecrmicept
for resilient QoS networks. Its goal is the development of efficienttiwia for
carrier-grade IP networks to satisfy high QoS and resilience requirsnisy
means of a common approach which, at the same time, should providg&ra-
tional overheads. The network architecture developed in KING basipédlyates
in a DiffServ-like manner. To keep the core network simple and scalabféc
conditioners control the profiles of admitted flows only at the network eafge
mark IP packets with corresponding DSCPs. In addition, a tunnel-Gdich-
its the traffic to such a level that rerouting in protected failure scenaries ot
lead to congestion in the network.

In the following, two concepts are presented that may be used to improve
the efficiency of managed resources in NGNs. The first mechanisnouepre-
source utilization by intelligent AC in general (cf. Chapter 3) whereasehersd
approach enhances the previously mentioned tunnel-based AC appnogar-
ticular (cf. Chapter 4).
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Admission Control (EBAC)

In this chapter, we give an overview of existing admission control (Afticepts
and propose experience-based admission control (EBAC) as a ppwaghe
to efficiently limit the traffic in packet-oriented networks. EBAC is a hybrid
approach combining elements from two fundamentally different AC rseise
known as parameter-based AC (PBAC) and measurement-base¥MB&Q).

In the recent years, many different AC derivatives evolved thiwvioeither
the PBAC or the MBAC paradigm. Both have their individual strengths and
weaknesses. EBAC takes advantage of the strengths of both paradigrosm-
bines them in a novel AC framework that is simultaneously robust, scakatdie
resource-efficient. At first, we present the basic components of rdmisefvork
and describe thereafter how EBAC works on a single network link. Th&EB
system has several adjustable parameters. We vary these parameiargirst
investigations concerning the steady-state behavior of EBAC on a singliéaéink
carries traffic with constant properties. The results prove the coasestof the
EBAC concept and furthermore show its resource-efficiency abdstoess. We
then analyse the transient behavior of the EBAC mechanism through sionula
of strong traffic changes which are characterized by either a decoe@screase
of the traffic intensity. Our results show that the transient behavior of&Epaxtly
depends on its adjustable experience memory and that it copes well with ev
strongly changing traffic characteristics. Conventional EBAC consitler traf-
fic on a link as a whole aggregate. We therefore propose an EBAC @xtens
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that makes our AC approach aware of different traffic types. \We giproof of
concept for this extension and compare its performance to that oentonal
EBAC. We show that type-specific EBAC leads to better resource utilizatien u
der normal conditions and to faster response times for changing traiffies.
Finally, we comment on the application of EBAC in a network context.

3.1 Overview of Admission Control (AC)

This section considers admission control (AC) in general, classifieBrexisC
methods, and introduces capacity overprovisioning as an alternativ@é.to A

3.1.1 General Issues on AC

AC can be subdivided into different categories which differ in their qualitser-
vice (QoS) characteristics, scope, and operation. However, thegnaldommon
objectives and the same area of application. We first comment on tbesaan
issues and then distinguish the scope of link AC (LAC) from network ACGINA
Finally, we introduce the notion of effective bandwidth which plays an ingar
role for classical AC.

Objective of AC

The major task of AC is to restrict the traffic transported via limited transmissio
resources like, e.g., a link bandwidth, a tunnel capacity, or an entirefoat net-
work. Hence, an AC mechanism makes admission decisions for newdtpvest
arrivals, i.e., it has to admit or to reject them. If the mechanism peorell,

it reaches its primary objective which is the prevention of overload ondhe ¢
trolled medium. If the mechanism fails, congestion occurs on the mediuohwh
leads to delayed or even dropped traffic.
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Application Areas for AC

Admission control has many areas of application, especially in the fieldrof ¢
munication networks where AC is used to manage a limited amount of available
transmission resources. Different kinds of networks use AC. It isrittit in, e.g.,

the plain old telephone (POT) system where phone calls are blocked masoo
no more connections can be established due to lack of capacity. And @xasse

in various forms in modern wireless networks [72] such as wireless &ea
networks (WLANS) [73] and mobile cellular networks based on codésidin
multiple access (CDMA) technology [74].

AC mechanisms become more and more important as explained by the fol-
lowing example. Today’s wired data and telephony networks evolve toednifi
and Internet protocol (IP)-based multi-service communication nésvera de-
velopment that is driven by economic reasons and commonly know® esn-
vergence [75]. In the past, all traffic transported in IP networks vedisated
according to the best effort (BE) principle. Since early network sesvi@.g.
electronic mail (EMAIL), file transfer protocol (FTP), etc.) were simphad al-
most no QoS requirements, and produced only little traffic volume, the®E d
livery was acceptable. However, as new challenging network ser{géagsvoice
over IP (VolP), multimedia streaming, etc.) arised and the fixed telgphod
data networks are merging, there is a demand for strict QoS guaramtesssfy
the needs of customers.

Of course, different network services have different QoS remqerdgs and,
therefore, not all of them are subject to AC. In IP networks, one Ishbasi-
cally distinguish between service differentiation and traffic classificatioictwh
are orthogonal concepts. Service classes are characterized byribgtization
treatments in the packet forwarding process and their QoS requireingéetms
of packet delay, packet loss, and jitter. Traffic classes are definéuel traffic
characteristics which are either constant or variable. In the first dasgeak
rate (e.g. in Khit/s) of a traffic flow is sufficient to describe its charadter.an
elastic traffic flow, more information about its mean rate and its maximurst bur
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size is needed to characterize its variability. AC is usually applied to a traffic flo
according to its service class [76] and not of its traffic class. Hencewatfiat
belongs to a high quality service should always be subject to AC to guartate
the QoS requirements of this flow are met.

Scopes of AC

In communication networks, the scope of AC methods is focused on either
single link or an entire network. We therefore distinguish link AC (LAC, &cS

tion 3.1.2) from network AC (NAC, cf. Section 3.1.3). LAC gives aes to the
question: how much traffic can be supported on a single link without violating
the QoS requirements of admitted flows? NAC needs to simultaneously fpsotec
number of links with a single admission decision and thus limits the number of
flows such that their QoS requirements can still be supported by a netWas
makes NAC to a distributed problem where the paths of flows must be talen in
account.

Effective Bandwidth

The notion of equivalent or effective bandwidth was first introducetthécon-
text of service-integrated asynchronous transfer mode (ATM) rm&sn@7, 78]
where it is used for implementing connection admission control (CAC) iman
plementation of LAC. Given an elastic flow specified by its traffic description
through, e.g., peak rate, mean rate, and maximum burst size, widdmdalue
equivalent to these token bucket parameters is calculated as theveffeatid-
width of the flow. CAC then implements a simple comparison of the effective
bandwidth of the flow requesting admission and the bandwidth available on the
link. For variable traffic flows, the effective bandwidth depends on timsiclered
link capacity as it takes statistical multiplexing gain into account. It must be larg
enough to assure that the QoS requirements of all flows are met in thecitiber
with other admitted flows.
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A good overview of effective bandwidth methods can be found in [V
describe some simple examples for bandwidth estimation. They assutam ce
traffic models and can be considered as different implementations efféntive
bandwidth concept.

e With peak rate allocatigreach flow declares its maximum rate. AC then
guarantees that the sum of all peak rates does not exceed the link band-
width. To reach that goal, the AC entity records the traffic descriptors of
individual flows to increase or decrease the reserved link bandwidgin wh
flows are admitted or terminated. The accountancy of flow-related infor-
mation is also known as reservation state management. The peak rate allo-
cation scheme requires only a small buffer to prevent packet lodeadsl
to little delay although delay is not explicitly taken into account.

e The M/M/1 queuing model [80] seems appropriate to determine the ef-
fective bandwidth of traffic flows that have irregular packet inteivatr
and service times, i.e. variable packet sizes. Several traffic deésnsp
for traffic with Poisson or better queuing properties are given in [8&fhsu
that corresponding policers can be constructed.

e The N - D/D/1 queuing model assumes that homogeneous flows with
a deterministic packet inter-arrival and service time, i.e. constarkepac
size, are multiplexed onto a single link. This model is suitable for constant
bitrate real-time traffic flows. A simple queuing formula enables the com-
putation of packet delay percentiles. An application of the formula can be
found in Section 3.2.2.

e Many other methods, e.g. rate envelope multiplexing (REM) and rate shar
ing (RS), are discussed in [82], which is a good summary of resedirch
forts regarding effective bandwidth in the context of ATM in the 1990s.

The applicability of these effective bandwidth methods depends on thiredq
QoS. Hence, different approaches may be used to implement differedfic
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classes since, e.g., interactive real-time traffic requires more sél@y thounds
than non-interactive streaming traffic.

3.1.2 Link Admission Control (LAC)

Link admission control (LAC) methods protect a single link against traffic
overload. They can be further subdivided into parameter-based PEAQC),
measurement-based AC (MBAC), and derivatives thereof. Expegibased AC
(EBAC) is one of these derivatives combining both approaches, RACPand
MBAC, into a new AC concept. LAC methods are usually extended for agplic
tion in entire networks (cf. Section 3.1.3) for NAC. PBAC offers string@oS
guarantees to data traffic that has been admitted to the network but it tedks s
ability with regard to the signaling of resource reservations. In returnA®B
uses the available network resources very efficiently but relies onineakraffic
measurments and, therefore, it is susceptible to QoS violation.

Parameter-Based AC (PBAC)

Parameter-based AC (PBAC), also known as (a priori) traffic-dascrbased
AC, is an approach appropriate for guaranteed network servicégsi83 for
traffic with stringent QoS requirements. It relies solely on traffic desmgthat

are signaled by traffic source or applications and that describe the théfrac-
teristics of a flow such as peak and mean rate together with token bucketpa
eters. If an admission request succeeds, bandwidth is reserveskelndively
dedicated to the new flow. As a consequence, PBAC is often inefficigatde

ing its resource utilization since the traffic descriptors usually overestimate th
actual rate to avoid traffic delay and loss due to spacing or policing. With(RBA
traffic is limited either by deterministic worst case considerations like network
calculus [84] or by stochastic approaches such as effective batid{eid Sec-
tion 3.1.1). PBAC for heterogeneous and variable traffic mixes cahttesery
complex calculations.
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Measurement-Based AC (MBAC)

Measurement-based AC (MBAC), in contrast, is an AC method adecuraterfi-
trolled load network services [85], i.e., for traffic with less stringenSQ@equire-
ments. It measures the current link or network load in real-time and takesti-
mate of the new flow to make the admission decision. The determination -of traf
fic characteristics is thus shifted from a source/application to the netwdrthan
source-specified traffic descriptor can be very simple, e.g. the na¢@akMBAC
methods presented in literature are either aggregate-oriented or flentent:

e Aggregate-oriented MBAC (A-MBAC) Most MBAC approaches mea-
sure the traffic properties of the entire traffic aggregate admitted to the
link. The effective bandwidths of a flow is only required for the initial ad-
mission decision, when the requested bandwidth is compared to the avail-
able link capacity. For that purpose, the rate of the admitted traffic aggre-
gate is sufficient. A-MBAC has two advantages. The traffic measuremen
is simpler as no per flow measurement states have to be managed and the
statistical properties of a stationary traffic aggregate are more stable. On
the other hand, the admission of new flows and the termination of others
make the traffic aggregate a non-stationary process which must é&e car
fully observed [86, 87]. Comparisons of different A-MBAC apprhas
can be found in [88-94].

e Flow-oriented MBAC (F-MBAC) Some MBAC approaches use flow-
specific measurements to assess the bandwidth consumption of efich traf
flow individually. The initial effective bandwidth of a new flow is calcu-
lated based on its declared traffic descriptor. As soon as the confidence
in the measurements of an admitted flow is high enough, its effective
bandwidth is substituted by an update which is computed based on the
measured traffic parameters. Examples of F-MBAC methods ara give
in [95-98].
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All presented MBAC methods use real-time measurements and admit taffi
long as enough capacity is available. The downside of MBAC is its sensitivity to
measurement accuracy and its susceptibility to traffic prediction ertuchwean
occur, e.g., during QoS attacks, i.e., when admitted traffic flowssilent’at the
moment and congest the link later by simultaneously sending at high bitrate.

Experience-Based AC (EBAC)

Experience-based AC (EBAC) is the first hybrid AC approach thatstakivan-
tage of traffic measurements without real-time requirements. It usesibé in-
formation about previously admitted traffic to make current admissioisibas.
The concept of EBAC is described in detail in Section 3.2 and can be aumm
rized this way: with EBAC, a new flow is admitted to a link at tim# its peak
rate together with the peak rates of already admitted flows does not etteeed
link capacity multiplied by an overbooking factgi(t). The overbooking factor

is calculated based on the reservation utilization of the admitted flows in the past
(cf. Section 3.2.3). Hence, this method relies on experience. EBAQ @dgiires
traffic measurements to compute the reservation utilization but they daamet h
real-time requirements and thus influence the admission decision onlydittglire
The proof of concept for EBAC is given in Section 3.3 by simulations eord
responding waiting time analyses of the admitted traffic. In particular, EBAC
investigated during steady state for traffic with rather static characteriStiose
MBAC methods are known to be sensitive to traffic variability, we investigate in
Section 3.4 the behavior of EBAC in the presence of traffic changeslaod

its impact on the EBAC-controlled traffic. For what we call conventiorBAE,

the overbooking factop(t) correlates to the average peak-to-mean rate ratio
(PMRR) of all admitted traffic flows on the link and only one simple overbook
ing factor is provided for the entire traffic aggregate. In Section 3.5yrepose a
type-specific EBAC which provides a compound overbooking factodifterent
traffic types subsuming flows with similar PMRRs. The concept can beimell
plemented since it does not require type-specific traffic measurenéaigive a
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proof of concept for this extension and compare it with the conventiBBAC
approach. EBAC can also be extended for resource overbookinmaitrentire
network such that EBAC does not need to be applied link-by-link. In Se&ti6,
we show that a border-to-border tunnel-based network architectlitks fall re-
quirements for an easy network-wide application of EBAC. AC is theroperéd
by admitting flows to virtual border-to-border tunnels. By means of EBRAEse
tunnels can be overbooked such that the overal network efficiencgnsased
while QoS constraints are still met.

3.1.3 Network Admission Control (NAC)

Network admission control (NAC), in contrast to LAC, admits traffic flcles
transport through an entire network and not only on a single link. Tosxef
NAC must take the paths of flows into account, i.e., it requires informatimut

the routing and load balancing applied in the controlled network. In addition,
flows enter the network independently of each other at different ingmsgers.
This makes NAC a distributed problem. Probe-based NAC (PNAC) msthsel
distributed instant measurements to decide whether a new flow can hgeatce
Budget-based NAC (BNAC) methods perform LAC at different NACtamses
that are distributed in the network and dispose of virtual network capagityeis
instead of link capacities.

Probe-Based NAC (PNAC)

Probe-based NAC (PNAC) approaches rely on a status feedbacteohediate
routers in the path of a requesting flow. The ingress router of a flowdgmabe
messages to the destination which are discarded by intermediate routenseaf-th
work is overloaded. The overload is diagnosed by local traffic measents, i.e.,
if a certain proportion of probes returns, the flow is admitted, otherwisad-is
jected. This is the traditional PNAC approach often found in literature [08}-1
The authors of [105], however, abandon the assistance of interaadiaters
and perform the acceptance decision based on the normal packettloghat is
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evaluated by probe messages. A similar implicit approach has beenttager:
form AC for TCP traffic [106]. In this case, intermediate routers deteetload
and block new TCP flows by discarding their initial SYN packets during their
setup phase.

Budget-Based NAC (BNAC)

Budget-based NAC (BNAC) is investigated in detail in [63]. The corresiy
AC methods are based on distributed network resource budgets addfere
entiated according to their budget types. The budgets have virtualitepdcat
relate either to specific links, border-to-border (b2b) aggregatesobinations
and sets thereof. They may be used at different NAC locations,ire @ ¢entral
entity, only at the network border routers, or at intermediate core ukarch
flow is associated with a set of resource budgets and it is admitted by BNAC o
if AC decisions for all budgets of that set are approved. The individGade-
cisions are thereby made according to LAC. The virtual capacity of thgdis
must be assigned such that the physical network resources angimteirionally
overbooked and that different b2b aggregates encounter fair flwskibg prob-
abilities. Algorithms for that purpose are also proposed in [63]. Theiatig
four BNAC methods can be classified:

e Link budget-based NAC (LB-NAC) The LB-NAC is probably the most
intuitive BNAC approach. The capacity of each link in the network is man-
aged by a single link budget that may be administered, e.g., at the router
sending over that link. A new flow must pass the AC procedure for tde bu
gets of all links that are traversed in the network (cf. Figure 3.1(d@rd
are many systems and protocols working according to that principle. CAC
in the ATM and the integrated services (IntServ) network architectures
adopt it in pure form.

e Ingress and egress budget-based NAC (IB/EB-NAC)he IB/EB-NAC
defines for every ingress node an ingress budget and for eveaysagode
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an egress budget that must not be exceeded. A new flow must gass th
AC procedure for both budgets and it is admitted only if both requests
are approved (cf. Figure 3.1(b)). Both AC decisions are decoupked

flows are admitted at their ingress irrespective of their egress routier an
vice versa. If we omit the egress budgets, we get the simple IB-NAG. Th
idea fits in the context of differentiated services (DiffServ), wherditraf

is admitted only at the ingress routers and independent of the destinations
of the flows.

Border-to-border budget-based NAC (BBB-NAC) The BBB-NAC
takes ingress and egress border router of a flow into account foiGlueA
cision, i.e., a b2b budget manages the capacity of a virtual tunnel éetwe
an ingress and an egress router. The tunnels can be implemented, for in
stance, as label switched paths (LSPs) known from multi-protocol label
switching (MPLS) and their capacities may be signaled by corresponding
reservation protocols like RSVP-TE or CR-LDP. Figure 3.1(c) illustrates
that a new flow passes only a single AC procedure for such a tunnalewvho
capacity is reserved for one specific b2b aggregate and, therefoneot

be used for other traffic with different source or destination. The BBB-
NAC concept can be implemented in a flexible manner such that the size
of a tunnel is adjusted according to the current traffic demands. We call
this procedure adaptive bandwidth allocation (ABA) within b2b capacity
tunnels and investigate its performance in detail in Chapter 4.

Ingress link budget- and egress link budget-based NAC (ILB/ELB-
NAC) The ILB/ELB-NAC defines ingress link budgets and egress link
budgets to manage the capacity of each network link. The budgets are
administered by border routers and the capacity of each link is partitioned
among these routers. The links administered in an ingress router thereby
constitute a logical source tree and the links administered by an egress
router form a logical sink tree (cf. Figure 3.1(d)). A new flow, entgrin
the network at a specific ingress router and leaving it at a specificsegres
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router, must pass the AC procedure for the respective ingressgaesise
link budgets of all links traversed in the network. Omitting the egress link
budgets makes this BNAC method similar to the hose model [107].

v
Admission Decisions Admission Decisions

(a) NAC based on link budgets. (b) NAC based on ingress and egress budgets.

\ AT
Admission Decision Admission Decisions

(c) NAC based on virtual tunnel budgets. (d) NAC based on ingress and egress link budgets.

Figure 3.1:Classification of budget-based network admission control (NAC)
methods.

The presented BNAC methods differ in their implementation complexity, their
scalability reagarding the reservation state management, and theiraesdiir
ciency with and without resilience requirements. More detailed information o
the comparison of the BNAC alternatives can be found in [63].
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LAC NAC

IMBAC| [EBAC| [PBAC|]  [PNAC|  [BNAC]

LB- || IB/EB- || BBB- || ILB/ELB-
NAC || NAC || NAC NAC

A-MBAC]|

F-MBAC]|

Figure 3.2:Taxonomy for admission control methods.

3.1.4 Overview of General AC Methods

Figure 3.2 summarizes our classification of AC methods and givesemiew.
Note that this classification does not claim to be complete or exclusive $®cau
AC protocols and systems may be classified using different aspe&@f FOw-
ever, in this work, we primarily distinguish between LAC and NAC. LAC can
further be subdivided into MBAC, PBAC, and combined approacheH&aC.
NAC differentiates between PNAC, which is related to MBAC, and BNAC, Wwhic
is the logic extension of LAC applied to an entire network. EBAC is the main fo-
cus of this work and we explain its concept and performance chaisitigrin
this chapter.

3.1.5 Comparison of AC and Capacity
Overprovisioning (CO)

Capacity overprovisioning (CO) is an alternative to AC to provision QoS in IP
networks. It requires long-term forecasting of Internet traffic [86§ prevents
potential overload situations by simply deploying sufficient capacity in tle ne
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work such that congestions become very unlikely. Therefore, it ileeasd
cheaper to implement than AC, at least from an OPEX point of view. Kerye
CO requires increased CAPEX for the network infrastructure andataxclude
pathological traffic patterns, e.g. hot-spot scenarios, in a networlowtithmas-
sive deployment of excess capacity. As a consequence, thecesdilization is
very low if CO is applied. AC requires less capacity to protect the QoS oftadm
ted traffic during network congestions since overload traffic can béétbc

A performance comparison of AC and CO is difficult. One the one haadym
investigations compare blocking probabilities of different AC schem@8, [il10]
that are barely used in practice. On the other hand, practical expersevs
that CO is already applied in today’s core networks [58] though it is natrcle
how much overcapacity is really needed.

Capacity provisioning fundamentally differs from access to core néswaue
to the degree of traffic aggregation. For core networks, the traffic @pdacket
level can be modeled well by the Gaussian distribution [111] due to the high
level of aggregation. This is clearly not the case in access networksevie
number of individual traffic flows is limited and the aggregation level is inhe
ently low. A comparison of AC and CO for access network dimensioningbea
found in [112]. A traffic theoretical approach comparing both cotseyth re-
gard to their capacity requirements in the presence of network hot spveis
in [59, 60]. The authors show that a considerable amount of bandwaiithe
saved with AC compared to CO if both methods are used to protect agagnst th
same unfavorable traffic scenarios. However, they also argue @aeduires a
substantial amount of signaling, coordination, and interoperation thai iget
implemented in most networks and that an economic assessment neughitak
into account.
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3.2 Conceptual Design of EBAC and Its
Performance Evaluation

Experience-based AC (EBAC) is a hybrid approach combining funatiete-
ments of PBAC and MBAC in a novel AC concept. It therefore implemeis L
but can be easily extended to a network-wide scope. EBAC relies onrpaak
traffic descriptors which may be significantly overestimated in the signajed fl
requests. The utilization of the overall reserved capacity gives an ¢stiordhe
peak-to-mean rate ratio (PMRR) of the traffic aggregate and allows éocah
culation of a factor to overbook the link capacity. The idea is simple butysafe
margins are required to provide sufficient QoS and questions ariaeding its
robustness against variable traffic flows. In this section, we elaboateRAC
concept [113] and describe its basic functional components [114].

3.2.1 Admission Decision on a Single Link

EBAC makes an admission decision as follows. An AC entity limits the access to
a link ! with capacityc; and records the admitted flo#S(¢) at any timet together

with their requested peak ratésy : f € F(t)}. When a new flowfpc., arrives,

it requests for a peak rate, If

new "

T frew + Z Tf S C SD(t) * Pmax (31)
fer(t)

holds, admission is granted affigk., joins F(t). Otherwise, the new flow request
is rejected. Flows are removed fraff(¢) on termination. The experience-based
overbooking factorp(t) is calculated by statistical analysis and indicates how
much more bandwidth than can be safely allocated for reservations. The max-
imum link utilization threshold,,.., limits the traffic admission such that the
expected packet deldy” exceeds an upper threshdd,.... only with probabil-

ity pw. The computations gf.... andy(t) are described in the next sections.
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3.2.2 Calculation of the Maximum Link Utilization
Threshold

The value ofp,,., depends significantly on the traffic characteristics and the ca-
pacity ¢; of the EBAC-controlled link. Most prominent solutions are based on
the M/M/1 — oo and theN - D/D/1 — oo queuing system. Real-time traffic
produced from, e.g., voice or video applications has a rather carmtgut rate
that can be controlled by a spacer such that a maximum flow rate is edforc
Therefore, we calculate the thresheigl,, based on théV - D/D/1 — co ap-
proach, which assume&$ homogeneous traffic flows i, each sending packets
of constant sizeB (in bits) and with constant packet inter-arrival timégin sec-
onds). The mean rate of a flojvis then defined as; = £ and the packet delay
distribution of this periodic system is

PW <t)=1— e 2*(Ft+1-r), (3.2)

wherez = % andp= Nc—ff Equation (3.2) holds provided tha 1 holds (cf.
Section 15.2.4 in [82]). For an inhomogeneous traffic thixwe use the mean
valuesE[B] and E[A] of the traffic aggregate to compute the distribution. The
maximum link utilization threshol@,,... is then

Pmaz = max{p: P(W > W) < pw}. (3.3)
P

Due to Equation (3.2) the maximum link utilizati@h, .. increases with increas-
ing link capacityc; and it decreases with increasing packet dizeTable 3.1
shows the resulting,... for different link capacities; and mean flow ratesy.
The values are calculated for a constant packet Bize512 byte, a maximum
delay bound¥V,,.... =5 ms, and a propabilitpy = 99% to keep this bound. For
rather static traffic as simulated in Section 3.3, the mean flowcraig constant
and, thereforep,,., can be calculated according to Equation (3.3). For traffic
variations on the packet level as simulated in Section 3.4, the:fatevariable.
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¢y (Kbit's) 10 “ ('\fggls) 1000
64 | 0.8983360 0.99999936 0.999999936

128 | 0.9720960 0.99999872 0.999999872

256 | 0.9999616 0.99999744 0.999999744

384 | 0.9999360 0.99999360  0.999999360

512 | 0.0999360 0.99999232  0.999999488

768 | 0.0998592 0.99998976 0.999998976

1536 | 0.9997824 0.99998208 0.999997440

Table 3.1:Maximum link utilization thresholch,.... for different link capaci-
tiesc; and mean flow rates;.

For the ease of simulation, we then set the maximum link utilization to a conser-
vative and constant value pf,,.. =0.95.

TheN - D/D/1 — oo queueing model is merely an approximation for traffic
with varying inter-arrival times and packet sizes. However, we will inseBec-
tion 3.3 that the adaptive overbooking facteft) can compensate the effects of
traffic deviations from the exact model.

3.2.3 Calculation of the Overbooking Factor

The overbooking factop(t) depends on the admitted traff/(¢) which, in turn,
depends on timeé because new flows are admitted and existing ones terminate.
For the computation ap(t), we definel2(t) =3 ;. »,, s as the reserved band-
width of all admitted flows at time andC'(¢) denotes their unknown cumulated
mean rate. EBAC measures the consumed link bandwidth) of the overall
reservationR(t). To obtain}M (t), we use equidistant, disjoint interval measure-
ments such that for an interval(t;) = [t;, t; + A] with lengthA, the measured
rate M (¢;) = % is determined by metering the traffic volurhi¢t;) sent dur-

ing I(¢;). For the ratesk(t) and M (t), a time statistic for the reservation uti-

lizationU (t) = R]((tt)) is collected. The values (t) are sampled in constant time
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intervals and are stored as hits in bins for a time-dependent histaB(any).
From this histogram, the time-dependentpercentileU,(t) of the empirical
distribution ofU (t) can be derived as

Up(t) = mln{ / h(U)dU > pu} , 3.4)

whereh(U) denotes the probability density functioniéft). Please note that, the
histogramP(t, U) discretizes the domain &f (¢) and, therefore, Equation (3.4)

is actually implemented as a sum. Since traffic characteristics changéroeer
the reservation utilization statistic must forget obsolete data to reflect therpro
ties of the new traffic mix. Therefore, we record new sample§ @f) by incre-
menting the corresponding histogram bin by one and devaluate the cootents
all histogram bins in regular devaluation intervdlsby a constant devaluation
factor f4. The devaluation process determines the memory of EBAC which is
defined in Section 3.2.4. The reciprocal of the reservation utilizatiorepéte is

the overbooking factor
1

w(t) = T, (3.5)

which is computed each time, a new valiiét) is put in the histogram. To avoid
an underestimation df/,(¢) and an overestimation @b(t), enough statistical
data must be collected before Equation (3.5) yields a reliable overtmptagior.

Peak-to-Mean Rate Ratio (PMRR)

The intrinsic idea of EBAC is the exploitation of the peak-to-mean rate ratio
(PMRR) of the traffic aggregate admitted to the link. With EBAC, the signaled
peak rater; of an admitted flowf is enforced by a traffic shaper. In contrast to
reality, the mean rate; of a flow is known a priori in our simulations. We define
the PMRR of a flow byt ; = Tf . Analogously K (t) = c(t) ) denotes the PMRR of
the entire traffic aggregate admltted to the link at tim& (¢) is a natural upper
limit for the achievable overbooking factox(t).
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Visualization of Overbooking with EBAC

Figure 3.3 illustrates the principle of EBAC by means of a general example
The development of the reserved bandwid(t), the consumed link band-
width M (¢), the PMRRK (t), and the overbooking factqs(¢) is indicated over
time with and without overbooking by EBAC. The effect of EBAC is cleaiilsiv

ble if we compare the two figures. In Figure 3.3(b), EBAC overbookdittk ca-
pacity ¢; with reservationd?(t) by factory(t) such that the measured raté(t)

gets closer to the link capacity. This increases the link utilization which EBAC
should maximize without exceeding the capacity limit.
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(a) without EBAC overbooking.
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Figure 3.3:Traffic on a single link with and without EBAC overbooking.

57



3 Experience-Based Admission Control (EBAC)

3.2.4 Memory of EBAC

The histogramP(t, U), i.e. the collection and the aging of statistical AC data,
implements the memory of EBAC. This memory correlates successiveafio
mission decisions and consequently influences the adaptation of th@okirip
factor(t) to changing traffic conditions on the link. The statistic aging process,
characterized by the devaluation interyaland the devaluation factgt;, makes
this memory forget about reservation utilizations in the past. The parapets
(14, fa) yield typical half-life period<’s; after which collected valuds(t) have
lost half of their importance in the histogram. Therefore, we hg\te ffH”d
and define the EBAC memory based on its half-life period
—in(2)

Tu(lg, fa) = 1a - ) (3.6)
With Equation (3.6), different combinations of devaluation parametgrsfa)
and (Iy, f.) yield equal half-life periods if eithefy = In(fy)/In(f$/'®)
or for= f;l‘” /Ta) holds. However, these equations guarantee only that the respec-
tively devaluated histograms, assumed that they were equal at a dartaity,
have aged equally at time =to + LCM (14, I4) where LCM denotes the least
common multiple. The reservation utilizations obtained in the intdtvat, | are
experienced differently for the two parameter sets which leads to intéateed
deviations between the two histograms and consequently to differeriiamker
ing factors.

Time Exponentially-Weighted Moving Histogram (TEWMH)

To express the performance of the EBAC memory by only its charatbtemisf

life period, we introduce the method of time exponentially-weighted moving his
togram (TEWMH) [115] which improves the timeliness of the overbookang f
tor calculation. This method follows the principle of time exponentially-weighted

58



3.2 Conceptual Design of EBAC and Its Performance Evaluation

moving average (TEWMA) [116] used to improve the timeliness of ratesomea
ments, and it logically extends TEWMA for application to statistical histograms.

Based on the EBAC memory defined in Equation (3.6), we define the aging
ratea = l”}%, z € {d,d’}. Ratea is constant for two parameter sét&;, f4)
and (1, fq) if they yield the same half-lifeperiod’;. Instead of increment-
ing the histogram bins by one, we weight the reservation utilization hits in the
time intervallt;, t; + I;] exponentially by the weight factocj% and use the re-
sult as an increment for the bins. Parameter|0, I, — 1] thereby denotes the
time-offset of the sampled reservation utilization in seconds since thedast d
valuation. This way, newer valud$(t) experienced in the intervad;, t; + I,]
become more important than older values and, as a consequenesgallation
utilizations gathered in this interval are evenly devaluated. In addition, the his
tograms of both parameter sets are comparable at any time and ahady® le
identical overbooking factors dependent only on the half-life pefipd

In Section 3.4.2, the advantage of the TEWMH-based memory implementa
tion of EBAC becomes visible in the presence of traffic changes. Thverepm-
pare the overbooking performance of EBAC depending on its memithyamd
without TEWMH.

3.2.5 EBAC Simulation Design

We evaluate the performance of EBAC on a single link by discrete eventasim
tion. The simulator is implemented in J&% and based on a simulation library
calledJSimLibwhich has been developed at the Department of Distributed Sys-
tems in the past years.

The design of the simulation is shown in Figure 3.4. Different types of traf
fic source generatosroduce flow requests that are admitted or rejected by the
admission controéntity. The flows request reservations of different bandwidths
which leads to different request-dependent blocking probabilities osasilly
loaded link. To avoid this, we apply trunk reservation [117], i.e., a floadmit-
ted only if a flow request with maximum reservation size could also be tatep
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Figure 3.4:Simulation design for EBAC performance evaluation.

For an admission decision, the AC entity takes the overbooking fagtgrinto
account and admits a flow if Equation (3.5) holds. In turn, the AC entityiges
information regarding the reservatioR§t) to the EBAC systermand yields flow
blocking probabilitieg (¢). For each admitted source traffic generatois in-
stantiated to produce a packet flow that is shaped to its contractually dpéakd
rate. Traffic flows leaving the&affic shapersre then multiplexed on the buffered
link 1 with capacityc;. The link provides information regarding the measured
traffic M (¢) to the EBAC system and yields packet delay probabilitigs) and
packet loss probabilitieg; (¢).

The performance evaluation of EBAC in steady state (cf. Section 3)8)res
additional effort to investigate the QoS of admitted traffic flows. For thityaig
we clone the traffic streams leaving the shapers and also multiplex them on a
virtual link 1., with an elastic virtual capacity;, . From this link, we then derive
a virtual packet delayV, (¢) which serves as a QoS performance measure in our
steady-state EBAC simulation. Details on the necessity of this construdvare g
in Section 3.3.1 The primary performance measure of our non-séayi&BAC
simulations is the overall response tiffig, i.e., the time-span required by the
EBAC system to fully adapt to a new traffic situation. In Section 3.4, weidens
traffic changes on an EBAC-controlled link and evaluate their impadt®n
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3.2.6 Traffic Models

In our simulations, the traffic controlled by EBAC is modelled on two levels,
i.e. the flow scale level and the packet scale level. While the flow levelasntr
the inter-arrival times of flow requests and the holding times of admittefictraf
flows, the packet level defines the inter-arrival times and the sizeaakeps of
individual flows.

Flow Level Model

On the flow level, we distinguish different traffic source types, eachciestzd
with a characteristic peak-to-mean rate ratio (PMRR) and corresponadiag
source generator type in Figure 3.4. The inter-arrival time of flowests and
the holding time of admitted flows both follow a Poisson model [118], i.ey ne
flows arrive with rate\; and the duration of a flow is controlled by ratg.
The mean of the flow inter-arrival time is thus denotedliy ; and the holding
time of a flow is exponentially distributed with a mean1gfu ;. Provided that
no blocking occurs, the overall offered load = 2—1; is the average number of
simultaneously active flows measured in Erlang. To saturate an EBACetied
link with traffic, the load is set ta; > 1.0. The latter assumption allows for
an evaluation of the EBAC performance under heavy traffic load swattstme
flow requests are rejected.

Packet Level Model

On the packet level model, we abstract from the wide diversity of pacthar-
acteristics induced by the application of different transmission layer qotsto
Since we are interested in the basic understanding of the behavior of BBAC
abstain from real traffic patterns and define a flow of consecutive piatkets
simply by a packet size distribution and a packet inter-arrival time digtoibu
Both contribute to the rate variability within a flow that is produced by a traffic
generator in Figure 3.4. To keep things simple, we assume a fixedtjsm&@er
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flow and use a Poisson arrival process to model a packet intgaldirme ditri-
bution with rate),. We are aware of the fact that Poisson is not a suitable model
to simulate Internet traffic on the packet level [119]. We thereforegse Pois-
son packet streams and subsequentially police the individual flows vattiage
traffic shapers (cf. Figure 3.4). The properties of the flows ardfiigntly influ-
enced by the configuration of these shapers. In practice, the peaksrafea
flow f is limited by an application or a network element and the mearciaie
often unknown. In our simulations, however, the mean rate is knowioa and,
therefore, we can control the rate of flgiby its PMRRk s = Z—ff“

Traffic Variations

In Section 3.3, we evaluate the performance of EBAC on a single link-carr
ing traffic with rather constant properties on the flow and the packet ksadk
Hence, the characteristics of the aggregated traffic on the link remastectifior

the entire simulation time. To investigate the robustness of EBAC against traffi
variability, we alter the traffic characteristics of admitted flows for diffésému-
lations. These characteristics are the packet size, the packet irvef-@mre, and
correlations thereof. We investigate certain ranges for these pararmateshow
that EBAC is able to take the differences of the resulting queueing bebkastor
account for the calculation of the overbooking factor.

In Section 3.4, the performance of EBAC is studied for traffic chaogethe
packet scale level. In the corresponding simulations, the PMEBRs admitted
flows vary over time which directly impacts the traffic load on the link. We in-
vestigate the transient behavior of EBAC through simulation of traffic gaan
which are characterized by either a decrease or increase of theitradfisity.

In Section 3.5, we elaborate EBAC for traffic changes on the flow scad¢ le
and present an EBAC concept extension which simultaneously impiteveser-
booking and QoS performance of the system. We assume differéfit tymes
subsuming flows with similar PMRRs and vary their shares in the admitteatraffi
aggregate, i.e., we keep the traffic characteristics of the individwes tonstant
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and only change their composition on the link.

3.3 Performance of EBAC in Steady State

In this section, we perform steady state simulations of EBAC on a single link
carrying traffic with constant properties. We prove the concept of EB#d
show the impact of different measurement time scales and diffeeertvation
utilization percentiles on the EBAC system performance. We further shatv th
EBAC is resource efficient and robust against variations of traficadteristics
and that its overbooking performance increases with the link size duenorty

of scale. Some of the results are published in [114].

3.3.1 Evaluation Issues of EBAC in Steady-State

Issues on EBAC Performance Evaluation

Our method for evaluating the performance of EBAC in steady state is the fo
lowing. The objective of AC is to limit packet delay due to queueing and taavo
packet loss due to buffer overflow. If packet loss can be eliminatefficiently
large buffers, packet delay is the natural performance measutteefassessment
of AC mechanisms. If a link is only lightly loaded with traffic, i.€(t) << ¢,

the actually experienced packet delay can be very short even forrge daer-
booking factors likep(t) >> K (¢). Since the overbooking factor must still be re-
liable if the link is lowly utilized, the packet delay experienced on the admission-
controlled link is not suitable for the validation of the EBAC concept. Thersfo
we construct another virtual link,, load it with clones of the admitted traffic
flows (cf. Figure 3.4), and continuously scale down its capagityt) such that

it is just large enough to meet the QoS requirements of the traffic mehatire
time ¢. In doing so, we simulate a virtual link under heavy load which yields a
virtual packet delayV,, ().
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3 Experience-Based Admission Control (EBAC)

We can estimate the mean rate of the admitted trafficClyy) = %. We
also want to guarantee a maximum packet déldy,.. on the virtual link with
a probabilitypw, i.e., P(W > Wh.az) < pw. Hence, we can compute the time-
dependent virtual link capacity:, (¢), similar to Equation (3.2), based on the

N - D/D/1 — oo queuing system with a mean flow rateas

a, (t) =min (C(t), s ~(—1+\/1+4'W’”§" . Q‘II‘UNPW))),

(3.7)
whereN = g)(}f)(_t)cf. Finally, we take the meaf[W,] of the virtual packet de-
lay W, (t) and its 99%-percentil€)oo [W,] as measures to quantify the perfor-
mance of EBAC in steady-state.

Issues on EBAC Simulation Design

We evaluate the performance of EBAC in steady-state through discesiesmn-
ulations on a single link. If not mentioned differently, a simulation run is desig
as follows: we set up the source generators (cf. Figure 3.4) pingidiow re-
quests according to the flow level traffic model and the traffic generaroduc-
ing packet flows according to the packet level model as describediin88.2.6.
Each admitted flow request leads to the instantiation of a new traffic generato
which, in turn, generates a packet flow with static traffic characteristdsan-
stant PMRR. The simulated link has a capacity;cf 10 Mbit/s and carries the
traffic aggregate composed of all generated and shaped packet Aavione of
this aggregate is sent to the virtual libk If not mentioned differently, disjoint
interval measurements are taken evAry-1 s. For every measuremehf(t), a
reservation utilization samplé(¢) is put in the histograni (¢, U) and the over-
booking factorp(t) is calculated (cf. Section 3.2.3) with a reservation utilization
percentile parameter, = 0.99. The values for parameters andp,, are chosen
with regard to the findings in Section 3.3.3. In parallel, the capagityof the
virtual link is updated and the virtual packet deldy, is sampled.
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3.3.2 Proof of Concept for EBAC

Evidence for the correctness of the EBAC concept is given in [1148.imtrinsic
idea of EBAC is the exploitation of the peak-to-mean rate ratio (PMRRY))
of the traffic aggregate admitted to the load-controlled link. Theref@i@) is a
natural upper limit for the achievable overbooking factdt) as shown by the
following simulations.

Influence of the Average Peak-to-Mean Rate Ratio

We perform multiple simulations with different PMRRs of the admitted traffic
aggregate. The traffic flows are homogeneous, i.e., they recaedidth with a
common peak rate of; = 768 Kbit/s, send packets of constant size=512 byte,
and have the same average PMRR. Each simulation implements the design de
scribed in Section 3.3.1.

Figure 3.5(a) illustrates that EBAC adapts the overbooking factor dicgpto
the different but constant PMRRs. The average overbooking fagtglris almost
as large as the average PMRRK | of the traffic aggregate. The small deviations
result from the link utilization thresholgd,,... (cf. Table 3.1 in Section 3.2.2)
and the reservation utilization percentile parametgr At the same time, the
meanE[W,] and the 99%-percentil§qy[W.,] of the virtual packet delayV.,
are well limited and the QoS of all admitted flows is maintained. To guarantee
the statistical significance of our results, we repeat each experiméimd®and
provide thed5% confidence intervals foE ] and E[W,] in Figure 3.5(a).

65



3 Experience-Based Admission Control (EBAC)
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Figure 3.5:Impact of peak-to-mean rate ratio and traffic heterogeneity on over-
booking factor and virtual packet delay.
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Traffic typei 1 2 3
E[K] 1 3 6

R; (Kbit/s) 256 768 1536
E[C,] (Kbit/s) 256 256 256

Di % ‘ Cvar[K]2 1-— % ° Cvar[K}z % : C'Ua'r[K]2

Table 3.2:Traffic type-dependent peak-to-mean rate ratios and their average
shares in the admitted traffic mix depending on the traffic heterogene-
ity parameter.q, [ K].

Influence of the Peak-to-Mean Rate Ratio Variability

We release the assumption of homogeneous traffic and use a traffic ithix w
flows having different PMRRSs. In Table 3.2, we distinguish betweeretdie
ferent traffic types, each characterized by its requested peak Ratéts actual
mean rate’;, the resulting PMRRY;, and its occurence probabilipy which de-
pends on the heterogeneity parameter.[K] € [O, \/g} of the admitted traffic
mix. To guarantee fair flow blocking probabilities, we perform trunk resgon.
Therefore, the mean rate and the average PMRR of the entire trafiiegagg
remains constant in all variations of the traffic mix such tBaf’] = 256 Kbit/s
andE[K]=3.

Figure 3.5(b) shows the performance of EBAC depending on parame
ter cvar[K], i.€. the heterogeneity of the simulated traffic mix. A mean over-
booking factorE[p] < 3 makes sense as the average PMRR]| = 3. E[]
decreases with an increasing traffic heterogeneity. Obviously, the E3AE&m
adapts the overbooking facter such that the virtual packet deldy’, is well
limited for all variations of the traffic mix. Hence, EBAC also performs vieil
heterogeneous traffic, though this time, the 95% confidence intervdlsfarean
overbooking factor are relatively large.

67



3 Experience-Based Admission Control (EBAC)

—~ 10 32 =2
£ g
= Ele] >
> 8 L 3.0
:
>
2 64 128 8
[} . o
S Qq[W,] 2
® s
_(:? 4 4 l + 26 LS,,
Q
Q o
T 2 E[W.] T24 8
> 0 ‘ ‘ ‘ ‘ 22 B

0 2 4 6 8 10
Average transmission start delay E[L] (ms)

Figure 3.6:Impact of transmission start delays on overbooking factor and virtual
packet delay.

Influence of the Packet Transmission Start Delay

The start of a packet transmission is usually delayed regarding the sidmis
time of a flow. This is due to signaling and application issues. The delays pro-
voke an underestimated reservation utilizatié(r) = Ig((ff since the reserved
bandwidthR(¢) increases before the packet transmission contributes to the in-
crease of the measured raté(¢). This, in turn, affects the calculation of the
overbooking factorp(t).

Figure 3.6 shows the EBAC performance for various transmission dgar
layes and a simulated traffic aggregate with mean PMRR| = 3. The delays
have an exponentially distributed latentywhich extends the reservation time
of an admitted flow byE[L] until its first packets are transmitted. As a conse-
guence of underestimated reservation utilization, we observdilgdtincreases
with E[L] and that the virtual packet del&y, is still under control for moderate

transmission start delays.
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Figure 3.7:Impact of link capacity and reservation utilization percentile on over-
booking factor.

Influence of the Link Capacity

A series of simulations with different link capacitiesallows for an investiga-
tion of the impact of this parameter on the EBAC overbooking performanice
mean PMRR is again set #0[K ] = 3. In Figure 3.7, the mean overbooking fac-
tor E[¢] is shown for different link capacities € {5, 10, 20, 30, 50} Mbit/s and
various reservation utilization percentites< [0.95, 0.99].

Our results illustrate the phenomenon of economy of scale. Its effeeinis g
erally characterized by the fact that a large link allows for a higher resauti-
lization than a smaller link though both yield the same blocking probability (cf.
e.g. [120], pp.93). The economy of scale is reflected by the mearbogking
factor E[¢] which increases steadily with the link capacifyand thus raises the
link utilization. Hence, EBAC takes advantage of higher multiplexing gains that
are achievable with larger links. This holds for all settings of paramseter
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Figure 3.8:Impact of reservation utilization percentile and measurement interval
length on overbooking factor.

3.3.3 Recommendations for EBAC Parameters

Our experiments with different link capacities show that the valueletermin-

ing the reservation utilization percentilg, (¢) is a critical EBAC parameter that
effects the overbooking factor by definition (cf. Equations (3.4) 5)§3.The
measurement interval length is another EBAC parameter with impact on the
overbooking and QoS performance of the system. The length offluences
significantly the smoothness of the time series of traffic measuremé(tsand

thus the distribution of reservation utilizatiolis(t) = ;) in the histogram
P(t,U). To investigate the impact of these two parameters on the EBAC perfor-
mance measures and W, we varyp,, from 70% to 99.9% and\ from 10 ms
to10s.

Figure 3.8 illustrates the mean overbooking fackiy] depending orp.
andA on a simulated link with capacity; = 10 Mbit/s. As previously stated, a
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Figure 3.9:Impact of reservation utilization percentile and measurement interval
length on virtual packet delay.

decreasing valug, decreases the reservation utilization perceifjj&) by defi-
nition and, therefore, increases the mean overbooking féte}. An increasing
measurement interval length reduces the fluctuation of the measured rétg)
and also that of the utilizatio® (¢). This reduced/,(¢) and increase€[y].
However, a stronger traffic concentration on the link due to massiwbogking
causes an increment of the virtual packet défdy. This can be well observed
by its raising 99%-percentil@q9[WW,] in Figure 3.9. The percentil@q9[W,] is
well limited up to a measurement interval Af=1 s and it can be compensated
by a more conservative, > 0.9. For too small valueg,, < 0.9, however, the
virtual packet delay is compromised.

For longer intervals\, the series of sampldg(t) becomes too smooth, the
percentilel/,,(t) too small, the factop(t) too large, and the deldy’, too exces-
sive. For a measurement internak: 10 s, E[¢] shrinks again, thoug®go [W,]
continues to increase. A closer look on the simulation data reveals that-the co
efficient of variationc,..[¢] of the overbooking factor is about 20 times larger
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compared to its value foA = 1 s, i.e.,¢(t) is not constant but it fluctuates
significantly. By design of the EBAC system, the measuremafifs) are con-
stantly delayed for timé\, i.e., measurements taken in one interval are used for
the computation ot/ (¢) = Jg((f)) in the next interval. Hence, flow arrivals and
terminations are not reflected timely enough by the valugs) if A is too long.
We conclude that EBAC is not feasible for longer measurement intefvits
the magnitude of tens of seconds. A larger percentile parampgtEssures a con-
servative overbooking and thereby limits the virtual packet d@lay Therefore,
we recommend the use @ = 1 s andp, € [0.95,0.99] since shorter mea-
surement intervals are difficult to implement with existing hardware ancemo
conservative percentiles are hard to compute with sufficient reliability.

3.3.4 Robustness Against Traffic Variability

The virtual packet delayV,, depends on the virtual link capacity, (¢) and the
maximum link utilization thresholg, ... which, in turn, depend both on the traf-
fic characteristics of the admitted flows. In particular, the packet sizéraed
arrival time distributions as well as correlations thereof are interestirgirV
vestigate parameter ranges for these traffic characteristics and s&ioBBAC
responds well to the different queuing behavior of the simulated traffealcu-
lating the overbooking factap such that it controls the virtual packet delgy,.

Impact of the Packet Size

According to theN-D/D/1 — oo queuing formula in Equation (3.2), the packet
size B is a key factor for the multiplexing properties of a traffic mix. To investi-
gate the impact oB on the EBAC performance, we conduct multiple simulations
with different but constant packet sizes. Figure 3.10(a) shows daamverbook-
ing factorE[¢] and also the meaR[W, ]| and the 99%-percentil@yy [V, ] of the
virtual packet delay depending on the packet dkzéWe see that increasing
decrease€’[¢] such thatiV,, remains acceptabe. Hence, EBAC can well cope
with different packet sizes.
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packet delay.
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Traffic typei 1 2 3

B; (bytes) 256 512 1536
2 2

Di 4. Cva'r‘5[B] 1= Coar [B]Q CvaT‘s[B]

Table 3.3:Packet size distributions for different packet size variabilities [ B].

Impact of the Packet Size Variability

We drop the assumption of homogeneous traffic with single-sized paakdts
consider traffic mixes with flows of different typésEach traffic type is charac-
terized by its packet sizB; and its occurence probabilip¢. The parametrization
of the packet size distribution in Table 3.3 allows or-[B] €0, 1].

Figure 3.10(b) shows the mean overbooking fadijy], the mean virtual
packet delayE[W, ], and the 99%-percentil@qo [V, ] for different packet size
variabilitiesc,q-[B]. The value ot [ B] has no visible impact, neither dijjy]
nor onE[W,] andQq9[W,]. Hence, EBAC is robust against different packet size
distributions.

Impact of the Packet Inter-Arrival Time Variability

We implicitly investigated the average packet inter-arrival tiffel] by study-
ing the impact of the packet siz@ earlier in this section. The results allow for
the conclusion that EBAC also copes well with different means of thegtack
inter-arrival time. We now study the impact of the packet inter-arrtiale
variability c,q.-[A] by using Erlangk (cvar[A] € ]0, 1]) and hyper-exponential
(cvar[A] € ]1,2]) distributions for A within a single flow. According to Fig-
ure 3.11, the mean overbooking factfy] is only slightly reduced for increas-
ing packet inter-arrival time variabilities. At the same time, the mE&V,,| of
the virtual packet delay hardly increases whereas its 99%-percénilgv, |
increases considerably. However, for a reasonable and noe+eatige assump-
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Figure 3.11Impact of packet inter-arrival time variability on overbooking factor
and virtual packet delay.

tion of cyqr[A] =1, tolerable values foqy[W,] 4 ms are still accomplished.
Hence, EBAC copes also well with flows having clearly different paahkietr-
arrival time distributions.

Impact of Traffic Correlations

Correlations of consecutive packet inter-arrival times have stropgdton the
queuing behavior of individual traffic flows. To show the impact officaforrela-
tions on the performance of EBAC, we use a simple model for corretedét.

Each traffic source has two discrete Markov statg®ff) ands; (on). In on state,
a source sends packets according to the corresponding packetriitaf-time
distribution whereas in off state, the sending of packets is suppressta: And
of an inter-arrival time, the state of a source changes f¥pta s; with probabil-
ity p;;. The probability that a source is in stateis p1 = —20L—. The transi-

1—pi1+po1
tion probabilityp:1 is used to control the average burst lenBttLy.rs¢] = ﬁ
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Figure 3.12Impact of traffic correlations on overbooking factor and virtual
packet delay.

in packets. We set the state probabiity= 0.5, which leads to transition proba-
bilities poo =p11 = “SZLLPL andpg; =pio =1—p11. The average packet inter-
arrival time is set tab[A] = #ic] to achieve a mean aggregate ratg”]. The
simulated traffic mix is homogeneous and the corresponding flows seheis
of constant sizé8 =512 bytes.

Figure 3.12 illustrates the performance of EBAC for traffic with différen
inter-arrival time correlations indicated by the average burst ledgtby., 5]
in packets. EBAC reduces the overbooking fadijry] significantly for an in-
creasing burstiness of the traffic. This way, the 99%-percentile of theabir
packet delay is well limited t6)9o [W,] 22 10 ms for moderately correlated traffic
(E[Lpurst] = 10 packets). Strong burstiness of the traffic leads to long periods
for which the traffic is sent with twice the mean aggregate rate. For instance
mean burst length aF'[Ly.-st] = 100 packets takes abouit6 s and is sent with
arate of2- E[C] Kbit/s. Even for this extreme case, the mean virtual packet delay
is very low (E[W,] =~ 1 ms) and only its 99%-percentile is slightly increased
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(Qeo[W,] =13 ms). Hence, EBAC is able to cope with strongly correlated traffic
and, therefore, proves to be robust against all kinds of traffic vifitia

Summary

We have illustrated the performance of EBAC in steady state, i.e. forctraiftin
almost constant properties. The overbooking fagigr) primarily depends on
the peak-to-mean rate ratid (¢) of the admitted traffic aggregate and decreases
with an increasing heterogeneity of the traffic. The impact of transmissam
delays of admitted traffic flows op(t) is negligible and diminishes for a large
number of flows. EBAC benefits from the economy of scale and, thexgpro-
vides larger overbooking factors on links with higher capacities. Theilzdion

of ¢(t) is significantly influenced by the settings of the EBAC system parameters
such as the applied reservation utilization perceptiland measurement interval
length A. Simulation results show that a utilization percentilec [0.95, 0.99]

and a measurement interval length= 1 s work well on a 10 Mbit/s link. In-
creasing the variability of the admitted traffic aggregate causes EBAC ta lowe
the overbooking factor such that the QoS is maintained. The latter alsodiepe
on the maximum link utilization thresholg,..., and can be measured by the
virtual packet delayiV,,. Further simulation experiments prove that EBAC is
adaptive such that QoS can be guaranteed even for traffic with higgifdy

and burstiness. The primary objectives of EBAC are always metalragst the
peak-to-mean ratio is used for overbooking such that the resourcatititizs
increased while the QoS is maintained.
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3.4 Performance of EBAC in the Presence
of Traffic Changes

The previous section investigated the performance of EBAC througtiysstate
simulation on a single link carrying traffic with constant properties. ThifiGec
discusses the transient behavior of EBAC in the presence of traffigekai.e.,
when the traffic characteristics of the EBAC-controlled flows changanWssti-
gate the response tim@; required by the EBAC system to provide a new appro-
priate overbooking factap(t) after a decrease or increase of the traffic intensity.
We consider sudden changes of the traffic characteristics to havecasessce-
narios and to obtain upper boundsBr. We simulate them with only two types
of traffic flows since only the properties of the entire admitted traffic agigeare

of interest for the calculation af(¢). The simulations allow for an examination
of the memory from which EBAC gains its experience and which influettees
behavior of EBAC in both stationary and non-stationary state. Our rewdtg s
that the transient behavior of EBAC partly depends on its adjustable myeandr
that EBAC copes well with even strongly changing traffic characterisiome

of the results are published in [121].

3.4.1 Evaluation Issues of EBAC in Transient State

For the performance evaluation of EBAC in case of traffic changesysgea
simulation design similar to Figure 3.4. However, we can omit the virtualilink
since, this time, EBAC is simulated under heavy traffic load, i.e., we gatura
the EBAC-controlled link with flow requests. To achieve traffic saturatioa, w
set the traffic characteristics; = —3— andu = 5i- on the flow level of the
traffic model. Therefore, an overestimation of the overbooking fadtierto an
underutilization of the link as described in Section 3.3.1 is impossible and the
packet delayV is directly taken from linki. For all simulations, we use a link
capacity ofc; = 10 Mbit/s, a reservation utilization percentite, = 0.99, and a

measurement interval =1 s.
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The primary performance measure of our non-stationary EBAC stiook
is the overall response tinEg, i.e., the time span required by the EBAC sys-
tem to fully adapt the overbooking facter(t) to a new traffic situation. We
evaluateTr for different settings of the EBAC memof¥y which depends on
the histogram devaluation interva} and the devaluation factgf;. We use the
time exponentially-weighted moving histogram (TEWMH) method described in
Section 3.2.4 to avoid multiple simulations for different parameter combina
tions (14, f4) yielding the same half-life period (cf. Equation (3.6)). We use
the packet delayl” obtained from linkl to derive time-dependent packet delay
probabilitiespa(t). Together with the time-dependent flow blocking probabili-
tiespy (t) determined by the admission control process, they serve as indicators
for potential QoS degradation.

The change of the traffic intensity is achieved by simultaneously adjusting the
rates of all active flows in the simulation. The flow rates are controlled on the
packet level of the traffic model by the setting of raig for the packet inter-
arrival time distribution. Increasing, thereby decreases the rate of a flow and
vice versa.

3.4.2 Decrease of the Traffic Intensity

We first investigate the change of the traffic intensity from a high to a low value
which corresponds to an increase of the peak-to-mean rate ratio (PMHRR
of the simulated traffic under control of EBAC.

Slow Decrease of the Traffic Intensity

We start with a slow decrease of the traffic intensity and thereby show the ad
vantage of the TEWMH over the conventional histogram method. Theefiorm
uses adaptive increments as calculated in Section 3.2.4 while the latteimses
ple increments of constant size 1 to indicate a hit in the reservation utilization
histogramP(¢, U). The content ofP(¢, U) controls the overbooking factar(t).
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In our simulation, the traffic intensity, i.e., the PMRR of the simulated flows is
controlled by the rate functioi, (¢) for the packet inter-arrival time distribution:

D fort < to
Ap(t) = QA0+ £ - (A, = A)) forto <t <t (3.8)
A fort > .

Equation (3.8) defines a linear decrease of the traffic intensity that strts
time o with rate \) and ends at time; with rate \}. A traffic intensity de-
crease corresponds to an increase of the PMRR) as illustrated in Fig-
ures 3.13(a) and 3.13(b). At simulation timye= 230 s, the PMRR starts to in-
crease fron¥K (t) =2to K (t) =4 att; =590 s, i.e., all traffic sources slow down
and the rates of the generated packet flows are steadily reducece$-8j1B(a)
and 3.13(b) show simulation results averaged over 50 runs for efifferombi-
nations of histogram devaluation intervdls and devaluation factorg; which
yield equal half-life periods oI’z =20 s.

For a small devaluation intervdl; = 10 s in Figure 3.13(a), the development
of the overbooking factor (OBFR}(t) is rather smooth. At time, = 230 s, the
measured raté/(¢) decreases according to the traffic reduction. With a certain
delay, EBAC increases(t) and, therefore, more flows are accepted such that the
reserved ratd?(t) is rising andM (¢) increases again to almost its former level.

For a long devaluation intervdl; = 360 s in Figure 3.13(b), the development
of ¢(t) equals a step function. At time= 230 s, M (t) starts to decrease as
before. Attimel =360 s, EBAC devaluates the contents of the histografh U')
for the first time and strongly increasegt) according to the changed traffic
situation. In a short period of time, a large number of new flows are adhiijte
EBAC andR(t) rises quickly. For the nexd60 s, ¢(t) remains rather constant
although the traffic intensity is still decreasing. Henk£&(t) decreases again. At
timet = 720 s, P(t,U) is devaluated once more, agdt) and R(t) increase
suddenly as for the last devaluation. Finally, the EBAC system reachew/a n
stable state after the decrease of the traffic intensity is finished.
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(b) Stepwise functiorp(¢) for devaluation interval ; = 360 s and deval-
uation factorfy =3.815 - 1076,

Figure 3.13Impact of different combinations of histogram devaluation parame-
ters with equal half-life perio@'s =20 s on overbooking factor.
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The stepwise development oft) in Figure 3.13(b) is due to the fact that at
times of devaluation, the contents of the reservation utilization histogtént/)
are strongly devaluated by factgy = 3.815-10~° such that the bins il (¢, U)
are almost empty. Therefore, each new saniplg) in P(t,U) that enters
shortly after a devaluation has a strong effect on the reservation utilizagion
centileU,(t) and, hence, op(t) L. As a consequence, the stepsgt)

T Up(t)”

are determined by the current reservation utilizafidft) = %éf)) at timest of
devaluation. At these time instants, the corners of the steps(i)f approach

the PMRRK (¢) and there is no safety margin between them anymore which
may lead to QoS violations. After the first devaluation, the utilizatiois) in-
serted intaP (¢, U) decrease sincB(t) increases quickly andi/ (¢) continues to
decrease. The 99%-percentllg (¢) thereby decreases only very slowly which

keepsp(t) on a rather constant level until the next devaluation.

We replace the conventional histogram by a time exponentially-weighted mov
ing histogram (TEWMH) to avoid the step function fp(t). With TEWMH, all
combinations(I4, f4) yielding a half-life periodl’y = 20 s lead to the same
smooth development af(¢) as in Figure 3.13(a). Instead of incrementing the
bins in P(¢,U) by one, we add weighted increments that give more importance
to newer reservation utilization values (cf. Section 3.2.4). The sanif(&sare
thus evenly devaluated.

The simulation results for an extended set of EBAC memory parameitrs w
Tu(Ig4, fa) = 20 s are summarized in Table 3.4 for the conventional (CONV)
and the TEWMH method. The average link utilizatifiU;] = avgt{ﬁét)} and
the minimum deviatio,;» = min, { K (t) —(¢)} for t €[200 s, 800 s] assess
the performance of both approaches. For the CONV meth{d;] decreases for
large values of ; which is disadvantageous in a situation where traffic is blocked.
Increasingl, also reduces the safety margin betwegh) and its natural upper
limit K (t). For I; = 310 s andl; = 360 s we haved.... < 0 and, therefore,
the QoS of admitted traffic is jeopardized for too long devaluation intervals. |
contrast, applying the TEWMH method provides rather constant vaij&s)
andd.in, regardless of the settings &f and f5.
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E[Ul] 6'min
14 (S) fa CONV TEWMH | CONV TEWMH
10 0.707 0.781 0.781 0.096 0.087
60 0.125 0.780 0.781 0.096 0.095

110 | 2.209-1072 | 0.773 0.780 | 0.086 0.097
160 | 3.906-107% | 0.790 0.782 | 0.096 0.089
210 | 6.905-107* | 0.778 0.781 | 0.047 0.088
260 | 1.221-107* | 0.764 0.781 | 0.073 0.092
310 | 2.158-107° | 0.756 0.780 | -0.002 0.097
360 | 3.815-107°% | 0.720 0.781 | -0.002 0.089

Table 3.4:Mean link utilization E[U;] and minimum overbooking factor devi-
ation é,:», for a slow traffic intensity decrease and different EBAC
memory parameters with constarn (1a, f4) =20 s.

In summary, the presented results show that the conventional histogram
method is well applicable, but it must be carefully parameterized, i.edeits
valuation intervall; must not be chosen too long compared to the half-life pe-
riod T . Very short intervals increase the computational overhead for thed-dev
uation of the histogram. The TEWMH is preferable since it does not requiy
other parameters besides the half-life peflgd Its percentild/, () reacts rather
quickly even for long devaluation intervalg. This improves the timeliness of the
histogram without sacrificing the statistical significance of its values. Torere
TEWMH is our preferred method for the implementation of the EBAC memory
and it is used for all further simulations.

Sudden Decrease of the Traffic Intensity

We now investigate a sudden decrease of the traffic intensity, i.e., afirtlyr
and future admitted traffic sources simultaneously reduce their serat@gom
one moment to the next. The simulation is designed similar to the slow traf-
fic intensity decrease and the TEWMH method is again used to implement the
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3 Experience-Based Admission Control (EBAC)

EBAC memory. At simulation time, = 250 s, the PMRR suddenly increases
from K (¢t)=2to K (t)=3.

Figures 3.14(a) and 3.14(b) illustrate simulations averaged overrEfan
different EBAC memories with half-life periodBy =20 s andTx =60 s. The
primary y-axis indicates the link capacity, the overall reserved bandwidit(t),
and the consumed link bandwidf# (¢). The sudden increase of the PMRR re-
sults in an immediate decreaseldf(¢) which also decreases the reservation uti-
lization U (t) = 22 Over time, the histogran®(¢, U) collects more and more

R(t)
low utilization values. As a consequence, #%%-percentileU,(t) decreases
which leads to a higher overbooking factor (OBF)t) = ——. Hence, more

Up(t)"
traffic sources are admitted to the link and the reservedRgte rises. Finally,

the EBAC system stabilizes again with an expected overbooking fa¢tor: 3.
The speed of the adaptation process is obviously influenced by the ERAEG m
ory parametef ;.

To measure the duration of the transient phase, i.e., the time until the over
booking factor reaches a new stable value, we calculate the differetwedn
the PMRRK (t) and the overbooking valug(t). If K(t) — ¢(¢) < ¢, the tran-
sition between the two traffic scenarios is completed and the EBAC system is in
steady state again. We therefore define the EBAC response time

Tr = min {ti —to: K(tz) — Lp(tz) <eNt; > to} (39)

and set the thresholkd= 0.2 in our simulations. This value is specific to our ex-
periments and seems to be appropriate with regard to the asymptoticgemver
of ¢(t) to K (t). Using the TEWMH method for the EBAC memory(t) < K ()
always holds. The statistical significance of our results is assureddylating
the 95% confidence intervals of the overbooking facig(tt) within 50 iterations
of the simulation. As a result, the confidence intervals turn out to be sowarr
that we omit them in Figures 3.14(a) and 3.14(b) for the sake of clarity.
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(a) EBAC memory with half-life period’;; =20 s.
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(b) EBAC memory with half-life period’ss =60 s.

Figure 3.14Impact of different EBAC memory half-life periods on time-
dependent overbooking factor.
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Figure 3.15:Correlation between half-life period of EBAC memory and EBAC
response time for decreasing traffic intensity.

The different progressions of the overbooking factdt) in Figures 3.14(a)
and 3.14(b) show that for a sudden traffic intensity decrease, th&€EBgponse
time Tr strongly depends on the EBAC memory represented by the half-life pe-
riod T . To investigate the correlation betwe®a andT, we perform a series
of experiments with varying half-life periods and measure the EBAComesp
times. Figure 3.15 shows that there is an almost linear dependencyelnetine
EBAC response tim&r and the half-life period’s; of the EBAC memory.

3.4.3 Increase of the Traffic Intensity

We now change the traffic intensity from a low to a high value which cormdpo
to a decrease of the aggregate PMRRt), i.e., all admitted and future traffic
sources simultaneously raise their sending rate from one moment todh& Inis
corresponds to a collaborative QoS attack. In contrast to the previpasiment,
the QoS is at risk here as the link suddenly gets overloaded and the patket
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and flow blocking probabilities increase as expected during a QoS at@bknd@

out the impact of the link buffer (cf. Figure 3.4) on the EBAC respdirse, we

set its value to infinity. The QoS attack experiment is designed analogous to th
decrease of the traffic intensity, but the sending rates of all trafficcesuare
increased such that the PMRR decreases ffoft) =3 to K (t) =2.

Figures 3.16(a) and 3.16(b) show the overbooking and QoS peafure of
EBAC for a short half-life period offy = 5.76 s while Figures 3.17(a) and
3.17(b) show the same results 6 = 65.79 s. At timeto, = 250 ms, the QoS
attack starts. As the link becomes overutilized, the fill level of the link burfer
creases and the packet delay probabilityt) = P(packet delay 50 ms) and the
flow blocking probabilityp, (¢) raise to 100% (cf. Figures 3.16(b) and 3.17(b)).
As another consequence, the overbooking factor (QBF) decreases due to a
rising reservation utilization percentilg,(¢) and all new flows are blocked by
EBAC. Over time, some admitted flows expire and their reserved bandigidth
released. However, the overbooking facid(t) is further decreased as long as
the packet delay and the link load are high. Hence, the overbooking féeto
creases below its target valueyft) ~ 2 (cf. Figures 3.16(a) and 3.17(a)). When
enough flows have expired, the link buffer empties and the QoS is rdsigra
result of the decreased overbooking factor. Figures 3.16(b) A7@t8 show that
the timeTg2 required to restore QoS is almost the same for the short and the long
EBAC memory, respectively. After a certain time spBH, the overestimated
reservation utilizations in the histogram are faded out by statistic aging. Simul-
taneously, the overbooking factgi¢) and the link utilizationU; (¢) converge to
stable values when the EBAC system reaches its steady state again.

In contrast to Equation (3.9), we now define the EBAC response time as

Tr=TF +TK, (3.10)
where T]? = min{t;—to:pa(t:)=0At; >to} is the QoS restoration time

andTH = min{t; — (to+TF) : K(t;) —p(t:) < e At; > to+ TS} is the
utilization restoration time.
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Figure 3.16:Time-dependant EBAC performance during a QoS attack for an
EBAC memory with half-life period’y =5.76 s.
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Figure 3.17:Time-dependant EBAC performance during a QoS attack for an
EBAC memory with half-life period’y =65.79 s.
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Figure 3.18Impact of EBAC memory half-life period on overall response time
and QoS/utilization restoration times of EBAC.

We simulate a sudden traffic intensity increase for various half-life pefiad
of the EBAC memory. Our simulation results compiled in Figure 3.18 show
that T influences the overall response tirig of EBAC after a QoS attack.
However, it does not influence the tirfié; that is required to restore the QoS.

For the sake of completeness, we perform further experiments tdigetes
the impact of the mean flow holding tim@[1/.¢], the link buffer sizeB, and
the link capacityc; on the behavior of EBAC in case of a QoS attack. Table 3.5
shows that larger values f@#[1 /1 ;] and B both extend the EBAC response time
Tr. However, increasing the mean flow holding tid@él /1. ¢] primarily extends
the QoS restoration timé’g. This is reasonable since the restoration of QoS re-
quires the termination of some admitted flows which are active on aveoage f
a longer time. Increasing the link buffer size affects particularly the utiliza-
tion restoration timel'y . A large buffer requires a longer time to be emptied.
Therefore, the measured raté(t) is kept high for a longer time, more overesti-
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El/us](s) | 60 90 120 90

B (ms) 1000 500 1000 2000
Tr (5) 105 119 132] 70 118 143
TR (s) 45 62 77| 54 62 64
TY (s) 60 57 55| 16 56 79

Table 3.5:Impact of mean flow holding timé’[1/u¢] and buffer sizeB on
compound EBAC response tinier = T}? +TY for half-life pe-

riod Ty =20 s.

mated reservation utilizatiorig(¢) are sampled into the histograi(¢, U), and
alonger timel'’y is required to fade them out.
Figures 3.19(a) and 3.19(b) illustrate the overbooking and the QdBrper
mance of EBAC during a sudden increase of the traffic intensity on a link with
capacityc; = 100 Mbit/s. The EBAC memory is set t6 = 65.79 s and, there-
fore, the results are directly comparable to Figures 3.17(a) andd3. T#e link
capacityc; has no remarkable effect on the overall EBAC responseTimer its
componentig andT'§ . The temporary underestimationgft) and, hence, the
end of the transient phase of the overbooking adaptation are clearéyvisdrle
on the link with capacity; = 100 Mbit/s. This is due to the large number of flows
that are multiplexed on the link and that allow for a more precise overbgaiin

the link resources.

The above statements concerning the impact of the mean flow holding
time E[1/uy], the buffer sizeB, and the link capacity; hold for arbitrary set-
tings of the EBAC memory paramet@y;.
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Figure 3.19:Time-dependant EBAC performance during a QoS attack for a
100 Mbit/s link and an EBAC memory with half-life period of
Th=65.79 s.
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Summary

We have illustrated the performance of EBAC in the presence of traffingés,
i.e. for a decrease and an increase of the traffic intensity. The trafiicges are
simulated by corresponding changes of the peak-to-mean rate ratie eftine
traffic aggregate. EBAC partly relies on traffic measurements anceftrer it

is susceptible to changes of the traffic characteristics of the admitted agffic
gregate. EBAC forgets about old measurements due to its limited memaoiyg tha
defined by its half-life period’z. The EBAC memory is implemented by de-
valuating the reservation utilization histograR(¢, U) in regular intervalsly
with a factor f; < 1. Using a time exponentially-weighted moving histogram
(TEWMH) makes the devaluation process independent of differeranpeter
pairs (14, fa) yielding the same half-life perio@s. TEWMH is thus the pre-
ferred method for the implementation of the EBAC memory. A slow deereas
the traffic intensity reveals its advantage compared to the conventionajitaisto
approach. For a suddenly decreasing traffic intensity, the overalldG®8ponse
time T'r required to adapt the overbooking facta(t) to the new traffic situation
depends linearly on the half-life peridhy. In this case, the QoS of admitted
traffic flows is not at risk. For a suddenly increasing traffic intensitwéneer, the
QoS is compromised for a certain time. The overall EBAC response timeris th
split into two time component§i = Tf;f +7Y WhereTg is the QoS restoration
time andT'y is utilization restoration time. For a QoS atta@¥; depends on the
half-life period Ty Whereaﬂ’g is independent of it. Longer mean flow hold-
ing times and larger link buffers have an elongating impacfan The former
mainly influenceg“}%’ whereas the latter primarily affects; . Larger link capac-
ities have no visible effect offiy, but the reaction of the EBAC system facing a
QoS attack is stronger.
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3.5 EBAC with Type-Specific Overbooking
(TSOB)

In the previous sections, the performance of EBAC is investigated fostant
traffic and for traffic changes in terms of decreasing or increasirffictiaten-

sity of individual flows. For the calculation of the overbooking factdt), only

the traffic characteristics of the entire aggregate of admitted flows argdeon
ered. We now propose EBAC with type-specific overbooking (TSOBwbx-
tends the original EBAC concept. EBAC with TSOB uses additional informatio
about the characteristics of individual traffic types and about the ositign of
admitted traffic to calculate a compound overbooking fagteft). We there-
fore consider different traffic types subsuming flows with similar peakiean

rate ratio and also their share in the currently admitted traffic mix. The pbnce
of TSOB improves EBAC and can be well implemented since it does not re-
quire type-specific traffic measurements. This section gives a pfamdrzept

for EBAC with TSOB. We describe the system extension, show how the com-
pound overbooking factap.(¢) can be calculated without type-specific traffic
measurements, and compare EBAC with TSOB to conventional EBACsifiire
ulation results show that EBAC with TSOB leads to better resource utilization
under normal conditions and to faster response times for changifig tréfes.
Some of the results are published in [122].

3.5.1 Evaluation Issues of EBAC with TSOB

For the performance evaluation of EBAC with TSOB, we use the simulatiop se
described in Section 3.4.1. However, the EBAC-controlled link is nowatgd
with flow requests of different types of traffic. For the ease of priegiem, we
simulate with only two traffic typese {1, 2} whose individual traffic character-
istics are shown in Table 3.6.

A comparison of EBAC with TSOB and conventional EBAC regards the re-
sponsiveness of the two systems to traffic changes on the link. A gspdire

94



3.5 EBAC with Type-Specific Overbooking (TSOB)

Traffic typei 1 2

E[K;] 8 2

R; (Kbit/s) 768 | 768
E|C;] (Kbit/s) | 96 | 384
E[l/p](s) | 90 | 90
E[A;] (ms) 865 | 3460
E[Oéﬂ 0.8 0.2

Table 3.6:Traffic characteristics of simulated traffic types.

siveness leads to a high and stable link utilization and simultaneously avoids
excessive packet delay. Therefore, we take the nigah] and the coefficient of
variation c.q-[U;] of the link utilizationU; and also the packet delay probabil-
ity pq as performance measures.

Changes of the traffic intensity are now due to changes of the traffix rhix. T
rates of individual flows remain constant subject only to statistical fltictus
on the packet scale level of the traffic model. The sha#és) of the traffic types
1 in the traffic mix are controlled on the flow scale level by setting the mean type-
specific flow request inter-arrival times[1/\y,]. IncreasingE[1/Ay,] thereby
decreases the share of traffic tyje the traffic mix.

3.5.2 EBAC System Extension for TSOB

We assume that different applications produce traffic flows with typieakgo-
mean rate ratios (PMRR$Y; (¢) which lead to different type-specific overbook-
ing factorsy; (t). Parametef then denotes a traffic type subsuming flows of dif-
ferent applications but with similar PMRRs;. The EBAC admission decision
for a new flowf;*° of typei is then extended to

ripew - Upi(t) + D 77 Uptype(n)(t) < €1 pmas- (3.11)
FeF()
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In general, the aggregaf€(t) is composed of flows of different traffic typeés
for which the PMRRSX; remain rather constant over time. For admission, each
flow is supposed to register at the AC entity with its peak rate and its traffic
typei. This yields type-specific reservatioRs(t) for which"" | Ri(t)=R(t)
holds. On arrival of a new flowf**, R;(t) is increased by the peak ratg:cw
of the flow and it is decreased by the same bandwidth when the flow tersinate
The value (t) = %) reflects the share of a traffic typén the traffic mix. The
entire traffic composition consisting efdifferent traffic types is then denoted by

vector ®
a(t) = < : > , a;(t) = 1. (3.12)

an(t)/ i=1

EBAC with TSOB uses the information about the PMRRs and the time-
dependent traffic compositian(¢) to estimate type-specific reservation utiliza-
tionsU; (t). The estimation of the reservation utilizatiobis(¢) is a rather com-
plex task and is described in Section 3.5.3. The valuig$) are stored as hits
in bins of separate histograni3(¢, U) which yield type-specific reservation uti-
lization percentiled/, ; (t). We weight these percentiles by their corresponding
sharesu; (t) and finally calculate the compound overbooking factor for EBAC

with TSOB as )

SRR TICRAOY @1

3.5.3 Estimation of Type-Specific Reservation
Utilizations

A crucial issue for the performance of EBAC with TSOB is the estimation
of type-specific reservation utilizatioris; (t). Making type-specific measure-
mentsM;(t) yields exact values fot;(t) = Igléf)) For a reduced number of
traffic classes, type-specific measurements are feasible usinghicog®vork
technologies such as differentiated services (DiffServ) for traffiedintiation

and multi protocol label switching (MPLS) for the collection of traffic statistic
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However, most routers do not provide type-specific traffic measeints and,
therefore, the available parametéi&t), R(t), R:(t), anda(t) are used to es-
timate the valued/;(¢). In the following, two methods are developed to obtain
estimates for the type-specific reservation utilizations.

Estimation with Linear Equation Systems (LES)

The first method trys to calculate the type-specific reservation utilizatioftg
as solution of a linear program and uses the equdtigh) = >, a;(t) - Ui(t)
which leads to a linear equation system (LES) (cf. e.g. [123]) of tha for

U(tj—n) a1(tj—n) ... an(tj-n) Ui (t;)
: = : : : ; (3.14)
Ul(t;) ai(ty) ... an(ty) Un(ty)

wheren is the number of traffic types anfidenotes a time index. Leé{(t;)
denote the left-hand vectad(¢;) the central matrix, and¥;(t;) the right-hand
vector in Equation (3.14), then we haét;) = A(¢;) - U;(t;). Hence, a unique
solution of the LES requires probes &f(t) and «(t) for ¢ € [t;—n,t;] andn
linearly independent column vectors.(t;), i.e.det(A(t;)) #0. We calculate
a new solution of the LES every time the vectdit) changes significantly, i.e.,
Jk - W > ¢. A problem of estimating type-specific reservation
utilizations with the LES method is that the linear independence of the column
vectors inA(t;) is not guaranteed at any tint¢ when the traffic composition
changes. In this case, a unique solution for the equation system doegistot
and the valued/;(¢;) cannot be included in the histogram(t, U). Therefore,
we simply insert the utilization#/;(¢;_.) of the last feasible LES until a new
linearly independent LES is found.

Algorithm 1 illustrates the computation of matrix(¢;) with linearly inde-
pendent column vectors. It takes the current traffic composition vegtg), the
previous matrixA(t;—1), and a set’ of unuseda-vectors as input parameters
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Input:  traffic composition vectot(t;), previous matrix4(¢;—1),
setL of unused vectore(t)

if A(tj—1)=NULL then
A(t;) == aft;))T {first call}
RETURN(A(t5))
else
alt;) = alt;)
if £ # 0 then
L= LUa(t;)
G(t;) := BUILDEWMAVECTOR(L)
NORMALIZE(&(t;))
end if
A(ty) = A(tj-1)
n := NUMBEROFELEMENTS(«(t;))
if rank(A(t;)) = n then
REMOVEFIRSTCOLUMN (A(%5))
end if
APPENDLASTCOLUMN(A(t;), a(t;)™)
if det(\A(¢;)) # 0then
L:=0
RETURN(A(t5))
else
RETURN(A(t;-1))
end if
end if

Output:  matrix A(¢;)

Algorithm 1: GENERATESHAREMATRIX: computation of linearly independent
matrix column vectors.
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and returns a linearly independent matdxt;) with 1 <i <n columns.

The first call of this algorithm returns the transposed column veeoy) as
annx1 matrix. For any further call, vectat(¢,) is initialized witha(t;). If there
are recenix-vectors not yet considered ji(t;—1), i.e. £ # 0, thena(t;) joins £
anda(t;) is set as an exponentially-weighted moving average (EWMA) [116]
of all yet unconsidered:-vectors in£. The EWMA is calculated over vector
elementsy; such that

Gilts) @i (tmin) if tmin is earliest time index i

) Brd(te )+ (1-B)-au(ts) else.

(3.15)

In Equation (3.15), the devaluation parametet [0, 1] controls the influence
of older valuesy; (t.) whose impact decays exponentially withThe computa-
tion of &(t;) = (G1(t;), ..., an(t;)) canleadtdy ., &;(t;)#1 and, therefore,
vectora(t;) must be normalized after the application of the EWMA algorithm.

Finally, we construct a new matrid(¢;) from the matrixA(¢;_1) by remov-
ing the oldestx-vector fromA(t;_1) and appending the transposed veci(r; )
to it. However, if the input matrixA(t;_1) is not of sizen x n, a column is
appended but none is removed. The constructed méifix) is then tested for
linear independency and, dfet(A) # 0, it is returned by the algorithm which
also empties the sel of unconsideredv-vectors. Otherwise, the previous ma-
trix A(t;—1) is returned.

Algorithm 1 requires at least calls before it can provide a matrix with lin-
early independent column vectors as necessary for a unique soldt®Bgqua-
tion (3.14). Since linear independency cannot be guaranteed fornese vec-
tor a(t), the successive computation of type-specific reservation utilizations by
the LES method is potentially fragmentary. Therefore, this method mustrbe
sidered as approximation of the type-specific reservation utilizatip(s.
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Estimation with Least Squares Approximation (LSA)

The second approach estimates the type-specific reservation utilizatiohs
using a least squares approximation (LSA, cf. e.g. [124]). For #se ef un-
derstanding, we illustrate this method, without loss of generality, for tweiff
ent traffic typesi € {1,2}. The variabled/(¢) and Uz(t) denote their type-
specific reservation utilizations. The global reservation utilization is calallate
asU(t)=au(t)-Ui(t)+az(t)-Usz(t) and withas () + a2 (t) =1 we get

U(t) = a1 (t) - (Ui (1) — Ua(8)) + Ua(t). (3.16)

We substituter; = U (¢;)-Uz(t;) andb; =Us(t;) and obtain the least squares
errore for parameter#/; (¢) andU; (t) if we minimize the term

m

€ = min [U(t;) — (a1(t;) - am + b)) (3.17)

The time index; thereby covers all value§ (¢;) and «(t;) from the first
probe § = 1) to the last { = m) probe ever determined by the EBAC system.
We find the minimum of where the first derivatives of Equation (3.17) yield
zero, i.e., we seg% 20 und% £ 0 and resolve these equations to parametgyrs
andb,,, which yields

. X t \U(t:)— . t:) U(t;
o = IV )T 0 )3, U ) 318
m 30 (1) (2,01 (1)
. S0 U(t)- D 00 ()2 =3 en ()32 0n () U (t5) (3.19)
m - 2 .
m- o (tg)?— (Zjoél(tj))

for 1 < j <m. The sums in Equations (3.18) and (3.19) can be computed itera-
tively which helps to cope with the large set of parameter values obsemerd
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all timest;. In addition, we apply the TEWMA algorithm to these sums to blind
out short-time fluctuations. Le&$,, denote any of the sums in Equations (3.18)
and (3.19) at time,,,, then the TEWMA at time,,, ;1 IS

S(tm+i1) = S(tm) - eV (tmp1—tm) | Z(tma1), (3.20)

wherex(t..+1) denotes the addend at timig-1 of the respective sum. In Equa-
tion (3.20), the devaluation facter € [0,1] leads to an exponential decay of
old valuesz(t;)<m in the sumS. This incremental implementation of the LSA
method is efficient and enables its application to more than two differefittraf
types. With the calculated parametets andb,,, the estimates for the type-
specific reservation utilizations are finally obtainedlagt..) = am + b, and
U2 (tm) me.

Comparison of Measured and Estimated Type-Specific
Reservation Utilizations

We perform simulations with both methods approximating the type-specific
reservation utilizations as described in the previous two sections. For kke sa
of clarity, we simulate with only two different traffic typese {1,2}. Type 1
has a mean PMRR of[K:] = 2 and an initial mean share d[«:] = 0.2 in
the traffic mix. Traffic type 2 is characterized B[ K] = 8 and E[az] = 0.8.
Both simulations use the same seed for the random number generatolueex
effects of different statistical characteristics of the simulated traffics §haran-
tees a fair comparison of the results.

Figure 3.20(a) shows a comparison of the measured type-speaéicvee
tion utilizationsU () and their corresponding estimatgg™ (¢) obtained by
the LES method. Figure 3.20(b) compares the vali#§(t) to their approxi-
mationsU{5“ (t) achieved with the LSA method. The measured and the type-
specific reservation utilizations are determined every second.
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(b) Estimation with least squares approximation.

Figure 3.20:Comparison of measured and estimated type-specific reservation
utilizations.
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On the packet level, we have Poisson distributed inter-arrival times vdsach
to short-time fluctuations for the measured valtigé (¢). These fluctuations are
clearly damped by the TEWMA algorithm used for the estimated vd]lfég(t)
andU54(t). Obvioulsy, the LES method is not feasible for the approximation of
type-specific reservation utilizations since the resulting estimates deviatglgtro
from the exact measurements. In contrast, the LSA method proviaet egii-
mates for the corresponding measured utilizations. Hence, this appenables
EBAC with TSOB without type-specific traffic measurements.

3.5.4 Performance Comparison of Conventional
EBAC and EBAC with TSOB

To investigate EBAC with TSOB, we perform multiple simulations each associ-
ated with a different traffic situation. For all simulations, we use a link capac
ity ¢; = 10 Mbit/s and simulate with two traffic types € {1,2} with mean
PMRRs E[K;] = 2 and E[K2] = 8. Flows f of any type reserve bandwidth
with a peak rate; = 768 Kbit/s. This guarantees fair flow blocking probabili-
tiesp, (t) on link I which is always saturated with flow requests. For conventional
EBAC, the overbooking factap(t) is calculated according to Equation (3.5). For
EBAC with TSOB, the compound overbooking factes(¢) is computed as de-
fined in Equation (3.13). The reservation utilization percentile paramesstis
to p, =0.95. We investigate EBAC with TSOB for a static traffic mix before we
study its behavior for sudden changes of the traffic compositigin

Simulation with Constant Traffic Mix

This first experiment simulates traffic with static mean shéfes |, i.e., the com-
position of the traffic mix remains constant except for statistical fluctuatidhe
results of a single simulation run are shown in Figure 3.21(a) for cadioreai
EBAC and in Figure 3.21(b) for EBAC with TSOB. The initial mean sharks o
the traffic types in the mix are set f0[«1]=0.2 and E[a2] =0.8.
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(b) EBAC with TSOB.

Figure 3.21:Adaptation of overbooking factor with conventional EBAC and
EBAC with TSOB for a constant traffic mix.
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EBAC | E[Ui] | coarlUl] Elpd]
CONV | 0.8231] 0.0908 | 6.57-10 °
TSOB | 0.8518| 0.0396 0

Table 3.7:Link utilization and packet delay probability of conventional EBAC
(CONV) and EBAC with type-specific overbooking (TSOB) for a con-
stant traffic mix.

For conventional EBAC (cf. Figure 3.21(a)), the overbooking fact¢t)
adapts rather slowly to changes of the traffic mix that are due to statistical flu
tuations ofa(t). Therefore, the link capacity may be under- or overutilized and,
in the latter case, the QoS may be at risk. In contrast, EBAC with TSOB (cf.
Figure 3.21(b)) adjusts its compound overbooking fagteft) very quickly to
the variations ofx(¢). Decreases of the aggregate PMRR¢) due to statistical
fluctuations ofx(t) lead to a significant decreasesmf(t) and increases d& (t)
cause significant increaseswf(t). As a consequence, EBAC with TSOB keeps
the measured ratd/(¢) on a higher and more stable level than conventional
EBAC. This, in turn, leads to an increased and even link utilization and afso su
ports the compliance with QoS guarantees. The illustration of a single simulation
run shows clearly the better responsiveness of EBAC with TSOB cadpar
that of conventional EBAC. Table 3.7 compares the mE#ti;] and the coeffi-
cient of variationc,..-[U;] of the link utilizationU; for conventional EBAC and
EBAC with TSOB. The values are averages over the entire simulation tinge. Th
results show that EBAC with TSOB increases and stabilizeand, in addition,
reduces the mean packet delay probabiify,].

Simulation with Changing Traffic Mix

The following two simulation experiments focus on the behavior of EBAC with
TSOB after a decrease or increase of the traffic intensity due to chahges
traffix mix (). We consider sudden changesxgf) to have worst case scenar-
ios and to obtain upper bounds on the EBAC response times.
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EBAC | E[U1] | coarlUl] Elpd]
CONV | 0.7594 | 0.1972 | 1.57-107%
TSOB | 0.8243 | 0.0416 0

Table 3.8:Link utilization and packet delay probability of conventional EBAC
(CONV) and EBAC with type-specific overbooking (TSOB) for de-
creasing traffic intensity.

Simulation with Decreasing Traffic Intensity We investigate a
change of the traffic intensity from a high to a low value. Figures 3.22{d) a
3.22(b) show the average results over 50 simulation runs. We usertfeetam
traffic types with their characteristic PMRRs as before. However, wé \sttr
mean traffic shareB[a:1]=0.8 and E[a2] =0.2. At simulation timeto = 1000 s,

the type-specific request arrival rates are changed such that the mean shares of
both traffic types are swapped &j«:] =0.2 and E[a2] =0.8. Hence, the traffic
intensity of the entire aggregate decreases due to a change in the traffi¢tix
The corresponding sudden increase of the aggregate PKMRIRresults in an
immediate decrease of the measured traffi¢t) for conventional EBAC (cf.
Figure 3.22(a)). With observable delay, the conventional overbgdhictory(t)

is adapted as a result of the slowly decreagingercentilel,(¢) obtained from
the histogramP(¢, U). From the simulation results in Section 3.4.2 we know
that this delay strongly depends on the EBAC memory defined by the half-lif
periodT in Equation (3.6). In contrast, EBAC with TSOB (cf. Figure 3.22(b))
increases its overbooking factet (¢) promptly since the percentilés, ; (t) of

the type-specific histogrant3 (¢, U) remain rather constant. Only the shares of
the traffic types in the traffic mix change and, therefasg(t) is immediately
adapted. Compared to conventional EBAC, the faster reaction of EBATC w
TSOB leads to a higher and more stable link utilization and also reduces the
packet delay probability as shown in Table 3.8. The shown numbemeaa
values over the 50 simulation runs.
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Figure 3.22:Adaptation of overbooking factor with conventional EBAC and
EBAC with TSOB for decreasing traffic intensity.
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EBAC | E[U)] | coarlU1] Elpd]
CONV | 0.8515 | 0.0868 | 8.03-10°
TSOB | 0.8329 | 0.0399 0

Table 3.9:Link utilization and packet delay probability of conventional EBAC
(CONV) and EBAC with type-specific overbooking (TSOB) for in-
creasing traffic intensity.

Simulation with Increasing Traffic Intensity We now change the
traffic intensity from a low to a high level which leads to a decrease of the
aggregate PMRRK (t). The simulation results are shown in Figures 3.23(a)
and 3.23(b). Using the same two traffic types as before, we start widn me
traffic sharesE[a1] = 0.2 and E[a2] = 0.8 and swap them at simulation
time to = 1000 s to E[a1] = 0.8 and E[az] = 0.2 by changing the type-specific
request arrival ratedy,. This change in the traffic mix(t) increases the traffic
intensity of the admitted aggregate. In this experiment, the QoS is at riskdeca
flows with low traffic intensity are successively replaced by flows with high in
tensity and, therefore, the load on the link is rising. Like for decreasirfictra
intensity, conventional EBAC (cf. Figure 3.22(a)) reacts slower trBAEwith
TSOB (cf. Figure 3.22(b)) although this time, their speed of adapting their
spective overbooking factors(t) and ¢.(¢) differs less. From the simulation
results in Section 3.4.3 we know that the QoS restoration fiffeof conven-
tional EBAC is independent of the EBAC memory in case of a suddendraffi
increase. Our simluation results compiled in Table 3.9 show that convahtion
EBAC yields a slightly higher link utilization compared to EBAC with TSOB.
However, this high utilization comes at the expense of a violation of QoSguar
tees as the measured traffi€(¢) consumes the entire link capacityfor a short
period of time (cf. Figure 3.22(a)). As shown in Table 3.9, the meakgialelay
probability E[p4] is rising significantly. This exposure to loss of QoS guarantees
obviously favours the extension of EBAC towards TSOB since it immediately
detects changes in the composition of the traffic mix and thus stabilizes the link
utilization as indicated by,q. [U;].
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Figure 3.23:Adaptation of overbooking factor with conventional EBAC and
EBAC with TSOB for increasing traffic intensity.
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Summary

We have illustrated the extension of EBAC towards type-specific oveibgok
(TSOB). A compound overbooking facter.(¢) is calculated based on the type-
specific reservation utilizatiorig; (¢). In general, the valuds; (¢) cannot be mea-
sured directly and, therefore, we estimate them by the application of either a
linear equation system (LES) or a least squares approximation (LSA)si@-
ulation results show that only the LSA method is able to derive the estimates
for U;(t) with sufficiently high accuracy. EBAC with TSOB increases the link
utilization for stationary traffic mixes as more traffic can be savely admititd w
this system extension. For variable traffic mixes, sudden changes tfaffie
intensity are simulated by decreasing or increasing the share of flowsigfitly h
utilized reservations. If the share of these flows, i.e. the traffic intentgityeases,
EBAC with TSOB reacts faster than conventional EBAC which leads to a highe
and more stable link utilization during the adaptation of the overbooking factor
If the share of these flows increases, the advantage of EBAC with TS@®B o
conventional EBAC becomes even more obvious. While EBAC with TSOB ca
avoid overload situations for an increase of the traffic intensity due togelsan

in the traffic mix, conventional EBAC has no appropriate means to ptee
situations.
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3.6 EBAC in a Network Scope

The performance of experience-based admission control (EBASintensively
been studied by simulations on a single link. A simple deployment of EBAC in
an entire network is the link-by-link application of the concept. However, this
method requires a lot of signaling which may lead to scalability problems. An-
other possibility performs AC only at the network border by using sépana
stances of EBAC at all network ingress routers. This approach giess scal-
ability but requires further investigation of the resulting distributed netwdrk a
mission control (NAC) system.

A prototype applying EBAC at the network border exists for the purely IP-
based network architecture of the KING (Key components for the latesh
the Next Generation) project [125, 126]. Its implementation requiresuheey,
synchronization, and correlation of many distributed network informagthmut,
e.g. resource reservations of flows admitted at the ingress rouédfis, tneasure-
ments on the links, routing and load balancing in the network. As a consegjue
the network-wide admission decisions cannot be made independenthcbf e
other since they have a correlated impact on the link loads in the network.

However, if a network architecture fulfills certain requirements, the aaplic
tion of EBAC in the scope of an entire network is well feasible. The botaler-
border (b2b) budget-based network admission control (BBB-NAGhé&sof four
approaches presented in Section 3.1.3 (cf. Figure 3.1(c)). THeR8C imple-
ments admission control (AC) at the border of a network and useseir&b
tunnels with pre-determined capacities. In a simple network-scoped iraptam
tion, these tunnel capacities can be overbooked by EBAC like physicaldindc-
ities, i.e., the tunnels are considered as virtual links. This approacirescsep-
arate EBAC instances for all capacity tunnels and, hence, the complésiig o
problem is now reduced to appropriate tunnel dimensioning and to b2egagg-
specific traffic measurements. If the network is based on, for instémeégen-
eralized) multi-protocol label switching ((G)MPLS) architecture [3], 88nels
can be implemented as label switched paths (LSPs) between bordes rande
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traffic can be easily measured per tunnel. Label distribution proto@fPjltraffic
matrices [127] provide the necessary information for the established.LS

In the next chapter, we will show how the tunnel sizes can be calculated de
pending on certain network characteristics such as routing, traffic matk
flow blocking probabilities.

112



4 Adaptive Bandwidth
Allocation (ABA)

In this chapter, we give an overview of existing technologies for the gemant
of network resources in transport networks and consider adagivéwidth al-
location (ABA) for capacity tunnels that can be used to save bandwidthcim su
networks. Virtual tunnels connecting two border routers in a transptviork
are a popular means for traffic engineering (TE). They can be uwerbiite
pinning as well as for admission control purposes and, hence, fdarat@f the
network traffic. Applying ABA to these TE tunnels allows for bandwidth sav-
ings and reduces the capital expenditures (CAPEX) of internet sgrkoegders
(ISPs) for their network infrastructures. ISPs are facing two majatlehges
today: the permanent increase of traffic and the common reque®ufality of
Service (QoS). To master the first issue and to guarantee the seS&rsdmiust
control the congestion level in their networks. This can be achieved bysnef
TE which also includes the management of network resources. Intrgears,
a lot of new networking technologies have emerged for a variety ofrtremsson
media such as air, copper line, and optical fiber. Each technologyjscs b the
limited amount of available network resources and, therefore, reqitgrewn
special resource management. At first, we give a general ovenfie@twork
resource management (NRM), locate the placement of NRM in the rietarmt-
scape, and point out the necessity of NRM for QoS in the Internet. Weepte
the most common architectures, protocols, and technologies for thenrapie
tation of network resource management and focus on bandwidth allocetia
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central instance of many problems related to NRM. The main part of tlaig-ch
ter concerns ABA for capacity tunnels. We first describe the congidesource
allocation problem and then investigate the performance of ABA with retgard
different influence parameters. We thereby show the impact of difteraffic de-
mand models and tunnel implementations on the bandwidths savings dteieva
with ABA for capacity tunnels. In addition, the impact of resilience requaeta

on theses savings is briefly discussed.

4.1 Overview of Network Resource
Management (NRM)

This section considers network resource management (NRM) in@elwrates

the application area of NRM in the network landscape, shows its necessity fo
QoS provisioning, and classifies existing NRM architectures, protocuidezh-
nologies. Finally, bandwidth allocation is identified as a central problem ¢fiINR

4.1.1 NRM in the Network Landscape

The logical structure of todays transport networks is traditionally diviiéal
three sections known as data, control, and management plane [&].pzane
has its own functions that operate on plane-specific states describietg fafc
the current network condition. These states depend on each otheharedore,
mutual information exchange between the different planes is requifeéig-
ure 4.1). The major tasks of the individual network planes are the foitpw

e Data plane The data plane is also called forwarding or transport plane.
Its primary task is to forward traffic, thus delivering data to its destina-
tion. Forwarding information bases (FIBs) such as IP routing tables [1]
or MPLS label information bases [31] are used to make forwarding dec
sions. The forwarding task is performed as fast as possible (ideallyhin lig
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Figure 4.1:Logical division of a network in functional planes.

speed) and, therefore, its implementations are all hardware-baded-an
creasingly shifted to the optical domain. Other tasks of this plane are the
filtering and the queueing of packets. The functional components of the
data plane operate on very small time scales in the order of micro- to
milli-seconds.

e Control plane The control plane has the ability to route network traf-
fic. Its tasks cover everything that directly controls the data plane, e.g.
routing, protection and restoration, signaling, resource reservatiorisa
sion control, flow classification, and many others. To accomplish all these
task, the control plane runs different protocols like the open shoratist p
first (OSPF) protocol [25] and the border gateway protocol (BGF] [
for intra- and inter-domain routing. In general, these protocols run au-
tonomously, distribute relevant information, e.qg. link metrics and routing
policies, within the network, and also provide such information to the
management plane. The functional components of the control plane op
erate on larger time scales in the order of milli-seconds to seconds.
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e Management planeThe managment plane manages the overall techni-
cal infrastructure of the network, i.e., it coordinates functions analhg
three planes. To reach that goal, it receives network information fhem
control and the data plane and, in turn, controls these planes by the-config
uration of network devices. Some tasks of the management plane sge clo
to the infrastructure such as network monitoring and also fault, policy, and
security management. Some other tasks considering network planning or
traffic engineering are located on a higher level. Examples for protocols
processed on the management plane are the simple network managemen

protocol (SNMP), NETFLOW, NETCONF, and many different propri-
etary command line interface (CLI) protocols. These protocols areé use
for information retrieval and network configuration. The functionaheo
ponents of the management plane operate on relatively large time scales
in the order of seconds to days.

The three network planes make NRM a distributed problem. The manage-
ment plane is used for making management policy decisions and is ibedtro
by human beings. The control plane enforces the management poticiesh
automatic processes that configure the network devices. The dataipiglee
ments the management policies by rules of traffic forwarding. The ipéeation
between the three planes and the heterogeneity of networking technciogies
corresponding devices induce a lot of complexity to the network managies
a consequence, some effort is made to reduce this complexity. Fandasthe
common control and measurement plane (CCAMP) working groupeoirtier-
net engineering task force (IETF) aims'at. defining a common control plane
and a separate common measurement plane for physical path ancoeling
technologies of Internet and telecom service providers [39]. For that pur-
pose, the generalized multi-protocol label switching (GMPLS) framki83]
has been developed. However, the GMPLS framework is mainly fdcoiséhe
standardization of protocols for a unified control plane.
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4.1.2 Necessity of NRM

In the early years of the Internet, the management of network resouras not

a big issue. The offered services were simple and the correspondirantitted
data volume was limited. Reachability and connectivity of communication end
points were of major interest and emphasized the aspect of survivaterk.
With the increasing number of QoS-sensitive services (VolP, VoDYV)Pand

the increasing volume of corresponding data traffic, ISPs face & gnalienge
today. They have to map steadily increasing traffic demands to the limitesd tran
mission resources available in their networks. The transition from biest &
QoS services with guaranteed performances in terms of blocking,dndsde-

lay of traffic makes NRM a very important issue. This does not only hotd f
transport networks [64, 128] but for all kinds of communication nekssuch

as, e.g., mobile communication networks [129], wireless local aréaA(NY net-
works [130], and satellite networks [131], using many different typegans-
mission resources [76].

The enforcement of QoS constraints requires the allocation of netvesrk r
sources dedicated to high-quality communication services [45]. Inrgkme-
quested network resources are expressed by bandwidth dematnisdhafrac-
tion of the transmission capacity of the network if granted. Depending amethe
work type, these capacities are either hard (e.g. in WDM networks)fb(esg.
in UMTS networks) and, therefore, require different implementatidri§RM.
However, all implementations of NRM have the same objective, i.e., thmy a
at the efficient use of network resources and, simultaneously, atr¢iection
against overutilization of these resources.

4.1.3 Network Technologies, Protocols, and
Architectures with Impact on NRM

Network resource management in traditional public switched telephdneries
(PSTNSs) is rather simple. The resources consumed by a single cdoation
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channel are standardized and unified, e.g. 64 Kbit/s for a single iteegsar-
vices digital network (ISDN) channel. The signaling on the control plaine o
PSTNs has been standardized in the 1980s byGbwmité Consultatif Interna-
tional Télégraphique et Téléphoniq(@CITT), now known as thénternational
Telecommunication UnioflTU). The de facto standard is the Signaling Sys-
tem 7 (SS7) [132] that takes care of call control, transaction contrdloéimer
applications. Due to the connection-oriented switching and the physically con
strained switching capabilities of the hardware, the number of simultanadias

is limited in a PSTN. In case of overload, further call attempts are simphkbbtbc
and, therefore, the QoS of already established connections carsdieayiaran-
teed.

Network resource management in connectionless, i.e. packet;lwasechu-
nication networks is more complex due to the heterogeneity of networkihg tec
nologies and their associated tranmsmission resources [133]. Wegalidrine
problems and solutions existing for wireless networks and focus on thandt
ing technologies in the scope of transport networks. The most impatargnt
and future networking technologies, protocols, and architectures R ldre
presented. A general overview of NRM issues for the emerging let€oS can
be found in [134].

Transmission Control Protocol and Internet Protocol

The transmission control protocol (TCP) [4] and the Internet prdteexsion 4
(IPv4) [1] and version 6 (IPv6) [135] represent the de facto siash@rotocols on
the transport and the network layer of the Internet. Although these mistace
not intended to be used for NRM, they have a considerable impact on it.

Transmission Control Protocol (TCP) The majority of traffic present

in the Internet today is comprised of TCP flows. Standard TCP doesoatlp

any mechanism for controlling the bandwidth allocated to a particular TCP flow
However, the flow control mechanism inherent to TCP implicitly implements a
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bandwidth sharing concept. Two TCP connections which have the samd-ro
trip time (RTT) generally receive an equal share of the bandwidth atteylar
bottleneck link (cf. e.g. [17], pp. 256). Equal bandwidth sharing srdéle if the
connections belong to different users of a network. A single useriglrigants

to prioritize different applications and distribute bandwidth according to his o
her own preferences. This is certainly the case when multiple TCP ciomec
with different RTT coexist, because TCP favors short RTT connestwimich
can receive a much larger share of bandwidth at a bottleneck link thas flo
with larger RTT [136]. To control the bandwidth consumption of conentTCP
flows, bandwidth sharing mechanisms like, e.g., weighted fair quetRigave
been investigated. Similar mechanisms can also be used to improve theapplic
bility of TCP with respect to service differentiation [137].

Internet Protocol (IP)  IP is the glue that keeps the Internet together. Rout-
ing protocols like OSPF and BGP use IP address information to set upgoutin
tables based on which all Internet traffic is forwarded to its destinationn€n
tivity and reachability is the primary task of IP which has no explicit reseurc
management capabilities. However, the routing according to the rul&shafd a
serious impact on the consumption of network resources. Traffic wéthiAu-
tonomous System (AS) is mostly routed on shortest paths. The lengthatti &p
determined by a routing protocol dependent link metric. The setting o tines-

rics decides on the ways taken by the traffic and also on the consumearketw
resources. According to shortest path principle, all flows traversimgdiffer-

ent routers in the same order are routed on the same path betweerpiitess. r
This can lead to overloaded and poorly utilized links at the same time. Traffic
that requires real-time transportation needs paths on which enoughicesare
available, but the IP routing mechanism is generally unaware of free dipaa-

ties. The IP routing constraint together with the setting of link metrics makes IP
routing within ASs a very difficult optimization problem [138, 139] and, ther
fore, IP is not a suitable means for an overall NRM solution.
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Synchronous Optical Network (SONET) and Synchronous
Digital Hierarchy (SDH)

The technologies of Synchronous Optical Network (SONET) [140] &yd-
chronous Digital Hierarchy (SDH) [141] have emerged in the 19863 aplaced
the Plesiochronous Digital Hierarchy (PDH) technique in asynchromets
works. Today, they represent the de facto standards for the foased transport

of data on the link layer of optical and electronical high-speed netwdrk2][
SONET was developed in North America by an American National Stardard
Institute (ANSI) accredited committee whereas SDH was developed ifiglara
by the CCITT in Europe. Due to the world-wide cooperation between the stan
dards organizations, SONET and SDH equipment is now widely compadible,
fact that facilitates operations, administration, and maintenance (OA&NY-0
day’s transport networks. A good introduction to SONET and SDH staisdzan

be found in [64].

The primary task of SONET/SDH is the point-to-point-oriented transport of
aggregated data. To reach that goal, the problem of traffic groomit8]j fliust
be solved. An optimal solution to that problem improves the network through
put and reduces the number of add/drop multiplexers (ADMs) and tleusotst
of network infrastructure. Another major task of SONET/SDH technolizgy
fast protection switching which increases the service availability and nletwor
survivability through redundancy provisioning [144]. Self-healing\&J/SDH
rings [145] represent a very common architecture for metropolitea aet-
works (MANSs). In wide area networks (WANs), SONET/SDH path selectio
and protection mechanisms [146] solve the problem of finding disjoinsfdath
e.g. [147]) and thus contribute to the network fault tolerance. Corisgi¢ne
point-to-point oriented scope of SONET/SDH, this technology is intended fo
protected data transport and does not provide the necessary meaes-fvide
NRM.
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Wavelength Division Multiplex (WDM)

The transition to optical wavelength division multiplex (WDM) systems [148]
has been driven by increasing demands for communication bandwnitthlly
intended to enlarge the capacity of point-to-point communication on thedglea
installed fiber plant, it is now increasingly deployed for optical ring andimes
networks. Industry standards for WDM systems have been developist the
leadership of the ITU. A good overview of the WDM technology is givenr, f
instance, in [149].

Research and development of optical WDM networks have maturesidesn
ably in the recent years. The currently most promising approach taigpé/DM
networks is to use optical transmission in combination with electronical circuit
switching which equals a concatenation of wavelengths resulting in a network
path. Such a path is also called a lightpath that spans multiple fiber links with
wavelength bypass facilities in the network nodes. The number of lightpaths
network is limited due to the restricted number of wavelengths per fiber &d th
high cost of expensive wavelength transceivers. From this limitatiometties a
challenging networking problem called the routing and wavelength assignme
(RWA) problem which is well known from literature (cf. e.g. [150]). & hum-
ber of feasible lightpaths can be further increased through efficievglamgth
conversion [151] in the network, i.e., lightpaths do not necessarilg fantical
wavelengths on every fiber. More research on WDM networks is deti¢a traf-
fic grooming [143] and to protection and restoration [152]. Even thoiM
provides the wavelength as a new dimension to be used for routing jgsrpts
main strength is the provisioning of large tranmission capacities. Theredar
overall NRM solution on the optical WDM layer is not an option regarding its
course resource granularity with wavelengths as smallest units.

Integrated Services (IntServ) Architecture

The IETF proposed the integrated services (IntServ) architectuiet¢38n-
able services with guaranteed QoS [83] in the Internet. To reach that goa
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IntServ reserves network resources for each individual Qo8ledaraffic flow.

A good overview of IntServ is given in [153]. The resource restéowgprotocol
(RSVP) [16, 32] is used to establish reservations along the path of aTtev.
routers along this path store the reservation information as states in their man
agement information bases (MIBs). A reservation state contains & tspffici-
fication of the flow and thereby indicates its expected bandwidth consumption
This information is used to manage the capacities of outgoing interface® and
enforce policing and shaping of traffic on a per flow basis. Admissiarirob
(AC) mechanisms also use it to decide whether additional flows can bittedim

to a path or not. With IntServ, the queuing and scheduling of individualsflow
becomes difficult if the number of simultaneously active flows is veryelaks-
pecially in the case of failing paths, i.e., when reservations have to beket

on other paths, the IntServ approach does not scale. To handle thismprdhe
IETF proposed the aggregation of RSVP-based reservations fdrdRe IPv6
traffic in [154]. This measure improves the scalability of IntServ to soegek.
However, the IntServ concept still lacks scalability and it can thus cnappked

for NRM purposes in large-scale transport networks.

Differentiated Services (DiffServ) Architecture

To overcome the scalability problems of IntServ, the IETF proposeditieeen-
tiated services (DiffServ) architecture [48] which supports controlled Iser-
vices [85] for the Internet. In contrast to IntServ, DiffServ does cansider
individual traffic flows but differentiates the Internet traffic in only avfeer-
vice classes receiving different QoS. Hence, the forwarding peooperates on
aggregated traffic. The DiffServ code point (DSCP) as part of threeHeler iden-
tifies a service class and controls the per hop behavior (PHB) of IPefmak
a router, i.e., the DSCP indicates whether a packet is treated with high or low
priority in the forwarding process. As no per flow information is proedsshe
DiffServ architecture scales well for large networks. DiffServ reliestmffic
policers and shapers at the network edges that control the traffitrentiee net-
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work. However, this simple traffic conditioning impairs the QoS of all flovithw
equal DSCP. The original DiffServ approach lacks AC and thus doesup-
port high QoS for some flows at the expense of rejecting other onesivBdth
brokers solve this problem by introducing AC on a per flow basis at theanktw
edges. They account for the bandwidth consumption and the pathsftafves|
admitted to the network to avoid congestion on the links. Centralized bandwidth
brokers face similar scalability issues [155] like IntServ. Therefoisriduted
bandwidth broker architectures (cf. e.g. [156]) try to improve thdaiiéty of
the DiffServ AC. The corresponding AC design matches the ingre geinmhsed
network admission control (IB NAC) described in Section 3.1.3. Thestiga-
tion of the IB NAC in [63] reveals its poor performance regarding theuese
utilization for a reasonable QoS level. Due to its resource inefficiency, itie D
Serv architecture is inappropriate for an NRM in large-scale transpostanks,
too.

Multi-Protocol Label Switching (MPLS) and Generalized
MPLS (GMPLS)

Some fundamentals of multi-protocol label switching (MPLS) and gdizech
MPLS (GMPLS) have already been described in Section 2.2.1. Thifosec
merely addresses further issues on resource management icttonméth these
two technologies.

The MPLS technology is a widely deployed network mechanism that offers
various means for traffic engineering (TE). An IETF working gro@s Bpeci-
fied the MPLS architecture [31]. Many further RFCs [157] standartlizeap-
plication of MPLS to packet-oriented networks. MPLS is supported by all ma
jor manufacturers for network equipment like, e.g. Cisco, Junipkatal, and
Huawei, who implement it in their router software. A practical introduction to
MPLS and its particular application to network management in Cisco routers is
given in [158]. The role of MPLS in the Internet is described in [159pny
features for OA&M [160] qualify MPLS as a key technology for TE [36}
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and NRM [161, 162] in today’s IP networks. Packet flows transpotiedugh

a MPLS network can be aggregated in forwarding equivalent clag4eSs).
Packets belonging to the same FEC get the same forwarding treatment in the
LSRs. Hence, FECs can be used to implement traffic and service ifassrtia-

tion [163]. In addition, label stacking allows for the construction of lakéiched

path (LSP) hierarchies [37], i.e., multiple lower-order LSPs can Istedein a
higher-order LSP that is associated with a new label on top of the MPL$ labe
stack. Together, FECs and LSP hierarchies make MPLS scalable. Fh& Bg-
naling protocols RSVP-TE [29] and CR-LDP [30] can be used to set$ipsL
along explicit routes that are computed by, e.g., a constrained shpatibsfirst
(CSPF) algorithm. Those LSP can be associated with a bandwidth thatcan b
modified using the reservation control primitives of RSVP-TE or CR-LEBP
CSPF algorithm finds shortest feasible paths that may differ from thmsedf

by OSPF, but that fulfill certain QoS requirements for new LSPs withrcetza
parameters like bandwidth, delay, or the course of a LSP. As a cogsegjuex-
plicit routing with CSPF improves the resource utilization in MPLS networks and
controls where traffic is directed. MPLS also provides fast restorat@miques

and the necessary protocol extensions [47] which automatically ret@Rs in
case of link or router failures to maintain QoS.

Generalized multi-protocol label switching (GMPLS) extends MPLS for ap
plication to optical networks. Hence, GMPLS is intended to be a technology-
spanning mechanism for TE and NRM in heterogeneous network envinats.
The heterogeneity of supported networks induces much complexity to the im
plementation of NRM since multi-granular network resources such@s aebi-
trary low-order LSP bandwidths, TDM channel sizes, and waveleraghdities
must be considered. Currently, much effort is dedicated to GMPL $latdiza-
tion [39] as well as to research in GMPLS. The research topics primamilgern
problems emerging from the integration of IP, MPLS, SONET/SDH, andWD
networks. One example is the routing and wavelength assignment (RkB) p
lem in the GMPLS hierarchy [164]. Due to the importance for QoS in the-nter
net, resilience and fault management [165, 166] in GMPLS-controkédarks
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is another issue for investigation. GMPLS is a promising approach towards
fied, standardized, and commonly accepted base for NRM. HoweMPLS
solutions for any of the above problems require an efficient resamndeband-
width management [167, 168] to which we try to contribute with our approac
for adaptive bandwidth tunnels as descibed in Section 4.2.

4.1.4 Bandwidth Allocation and Related Problems

Bandwidth allocation [169-172] (BA) is the reservation of transmission re
sources for a specific communication request subject to certain Qpfree
ments. If enough resources can be reserved and steadily deployadiiag to
the signaled requirements of a request, the corresponding traffic tilowdsex-
perience the expected Qo0S. Hence, BA is a key issue to achieve Qaflitiom,
intelligent BA leads to efficient resource utilization which is a general objec-
tive of optimal network design [173]. The designing of networks cevaany
issues like traffic estimation [174], capacity dimensioning [63, 109], ninatif
network design [175-178], routing [21, 138], traffic grooming [[L4®d combi-
nations of some of these subproblems [179, 180]. It has been sinditstature
from many varying perspectives and in the context of many diffevaderlying
network technologies.

In particular, the efficiency of various AC methods combined with alter-
nate BA strategies has been compared in many studies [181-183]allypic
a network topology with predetermined link capacities and a traffic matrix
are given. The resulting flow blocking probabilities are simulated or ardlyz
based on a specified traffic model and serve as a performancemaéasom-
pare the different AC/BA approaches. This conventional evaluatienofizn
been applied in the context of call blocking analysis in multi-service ATM net-
works [110,176,184,185] and also for other multi-layer architest{#86, 187].

To yield more meaningful results than abstract blocking probabilites ramose
a new method to compare different AC/BA approaches by their respdmind-
width requirements. For the sake of simple comparison, we focus ongke sin
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AC approach — the border-to-border budget based network admissndrol (cf.

Sections 3.1.3 and 4.2.2) — and distinguish between the two differemriBai-

ples (cf. Section 4.2.1) static bandwidth allocation (SBA) and adaptivevaialth

allocation (ABA). SBA is performed if resources are reserved onledor the
entire duration of a communication relationship. In contrast, ABA is peréat if

the amount of reserved resources is continously adapted accordhgdarrent
needs of a communication relationship.

4.2 Concept Description of ABA for
Capacity Tunnels

Configurable capacity tunnels are a popular means for traffic engige@rE)
in today’s Internet. The ATM technology, for instance, deploys this ephas a
dual hierarchy of virtual paths and virtual channels [188]. In MPh8 @MPLS,
label switched paths (LSPs) are established through a network anciadedo
with a guaranteed bandwidth [167, 189]. Standard protocols [16(@%e] up
the tunnels that can be used for bandwidth management and con®pl f119 or
network admission control (NAC) purposes. In [63], so-called bptd-border
(b2b) budgets (BBBs) represent virtual capacity tunnels throughnzonle If the
tunneling concept and NAC are combined, those BBBs become loddbtied.
Per-flow admission control (AC) is then performed only at the ingressers
based on the capacity of the BBBs. Animportant question in this tunnetiBeze
scenario concerns the tunnel sizes, i.e., how much capacity is rédpyitbe b2b
tunnels to perform fair AC? For static traffic matrices, the answer to thistigue
is given in [192,193]. For variable traffic matrices, the answer is moreplex.
Capacity is assigned to the tunnels by either static bandwidth allocation (SBA) or
adaptive bandwidth allocation (ABA). In this section, we specify the cpnog
ABA for capacity tunnels, describe feasible implementations, and pravidsv
framework to compare the efficiency of ABA to SBA.
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4.2.1 Adaptive vs. Static Bandwidth Allocation
(SBA)

We consider a network scenario where admission-controlled TE tunreeksa
tablished between each ingress/egress router pair (cf. Figure #tl2¢. ¢apac-
ity of a tunnel does not suffice to accommodate another flow, furthessfare
blocked to ensure that the QoS of flows already admitted to that tunnel is main
tained. With SBA, the tunnels have fixed sizes, i.e., they do not adaptffic tra
fluctuations. Therefore, they must be dimensioned to cope with the Hmuay-
traffic which can lead to inefficient use of tunnel-bound network capatisgec-
ondary times. This potential inefficiency can be avoided if ABA is appliedeo th
tunnels, i.e., if the tunnel sizes are dynamically adapted to currenttcaiffi-
ditions. The rearrangement of tunnels is a well known strategy oftemdfau
literature [177,194-196].

In our new performance evaluation framework, the gain of ABA camgao
SBA is quantified by bandwidth savings that are achievable with ABA. Gaven
traffic model, a network topology, and a targeted b2b blocking probability,
calculate the required capacitities for the TE tunnels, compute the conaisago
link capacities, and, finally, determine the resulting capacity of the entire net-
work. From our point of view this evaluation method yields more meaningfu
results with regard to monetary savings than the comparison of abstekiry
probabilities.

4.2.2 Network Requirements

The application of adaptive bandwidth allocation to admission-controllegozap
ity tunnels imposes certain demands on architecture and functionality ohthe u
derlying network as pointed out in the following.
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Requirements on Network Architecture

Admission control (AC) is a means to guarantee QoS in terms of limited packe
loss and delay for traffic flows. It admits flow requests only if sufficieat-
work resources, e.g. link capacities, are available to carry a new flawddi+

tion to the already admitted flows without QoS violations. Otherwise, the flow
is blocked to maintain QoS. When the scope of AC is extended from a single
link to an entire network, several fundamental NAC approaches caatego-
rized (cf. Section 3.1.3). Among them is the BBB NAC which is very reseu
efficient, especially if network resilience is taken into account. Due to its tech-
nical simplicity and economical superiority, the BBB NAC is integrated in the
testbed of the KING (Key components for the Internet of the Next Gatier)
project [125,126]. The BBB NAC can be implemented in various teclgieto
using, e.g., MPLS LSPs as single-path capacity tunnels associated with gu
anteed bandwidths. To make this MPLS-based system conform with the BBB
NAC concept, the LERs at the tunnel ingress must perform AC for theRd.

In the KING project, the network architecture is purely IP-based andyritrast

to LSPs, the traffic may be carried on multi-paths in this architecture. TH& BB
NAC is perfectly suitable for that purpose.

For the BBB NAC architecture shown in Figure 4.2, a netwafk= (V, )
is specified by a set of routetsand a set of link€. BBBs b.,,., are defined as
capacity tunnels between each two border routets € V. BBB NAC entities
are located at the network egde. They admit new traffic fl§{i’s” from v to w
recording their requested rateg:e. and reject flows if their requested rates ex-
ceed the remaining free capacitylx;;f,w. For admission, the following inequality
must hold

Tfpew + Z rr < Cow, (4.1)
FEFy w

where F, ., denotes the set of admitted flows and., is the capacity of the
tunnel between nodes andw. An advantage of the BBB NAC is that it does
not induce states to the core of the network. This feature is certainly desgite
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Figure 4.2:Border-to-border budget based network admission control arehitec
ture using multi-path capacity tunnels.

regard to scalability and resilience. The network capacity assignéd tois
exclusively dedicated to the corresponding b2b traffic aggregateand cannot

be used for traffic with different ingress or egress router. Figu2eildistrates
that a new flowf;'7,” passes only a single AC procedure at the network edge for

a specific tunneb,, .,. Admitted traffic flows may then be distributed among the
partial paths of the illustrated multi-path capacity tunnel froto w.

Requirements on Network Functionality

Adaptive bandwidth allocation (ABA) adapts the tunnel sizes to the cumagfit
demands. To trigger the ABA mechanism for the reassignment of twapelci-
ties, a qualified feedback from the network about the current traffit éoal the
corresponding flow blocking probabilities is needed. Basically, both eaach
quired through measurements. However, there are two reasons & \wot
measure the flow blocking probabilities directly. Firstly, blocking probabilities
are usually in the order of0~2 or below and a relatively long time is required
to get a good estimate. Secondly, situations with high flow blocking probabil-
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ities should be detected before they actually occur in order to avoid them. In
stead of observing the flow blocking probabilities directly, we rather olestre
time-variant traffic matrix. Traffic matrix estimation is known as a difficutiip

lem [174] but, e.g., label distribution protocol (LDP) [28] statistics pdevsuffi-
cient means to derive an appropriate estimate of the current traffiexfie2ir].

In our case, the BBB NAC entities are supposed to provide the necqssekgt
counters. The flow blocking probabilities can then be calculated by médine o
Kaufman-Roberts algorithm (cf. Section 4.3.1). This method requmstances

of the time-variant traffic matrix and a reasonable estimate of the recatest
distribution that are obtained from the BBB NAC entities, as well.

An intelligent monitoring entity is required to gather the relevant network in-
formation based on which the necessary tunnel capacities are calculated
entity may also be used to remotely (re-)configure the tunnels in the netlmork
contrast to, e.g. a bandwidth broker, the entity may be implemented satdhigh
not vital to normal network operation. If so, the tunnel capacity (ssigmment
can be performed offline and prior to the tunnel (re-)configuration.

4.2.3 Implementation Alternatives

For a static traffic matrix, the virtual capacity tunnels need to be dimensioned
only once using SBA. The blocking probabilities for all b2b traffic aggteg
are taken for the dimensioning algorithm as target values. If the trafftdxma
changes, the current b2b-specific flow blocking probabilities may tiefiam
these target values, i.e., the flow blocking can increase for somegags and
decrease for others. The corresponding tunnel capacities mayebomb over-

or underutilized. ABA solves this problem by continuously adapting the tunne
capacities to changing traffic conditions. In the following, we propose o ¢
cepts for the implementation of ABA: (1) complete capacity reassignnGaiR|)
which reoptimizes all capacity tunnels in the network and (2) selectivecitgipa
reassignment (SCR) which adapts only those tunnels that deviate sigthfica
from their planned flow blocking probabilities.
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Complete Capacity Reassignment (CCR)

If triggered by some event, the CCR method recalculates and recaigllr
tunnels in the network. There are two options to define such a trigger. Bt m
intuitive is to iterate the CCR in regular time intervals and thus independent of
the current network state. An iteration interval that is too small requireshmu
computation power and causes high signaling and configuration coststetval

that is too long leads to large response times and unnecessary flow lglockin
Both extremes must be avoided. An alternative method is to explicitly trigger
the CCR whenever the flow blocking probability of one or more tunnels &eave
predefined tolerance interval (TI). Each tunnel has a Tl that previgper and
lower bounds for its corresponding flow blocking probability. CCR is trigge
only if the current flow blocking probability changes significantly, i.e., ifaves

its TI. The TIs may be defined as, e.@I = [p-exp(—c), p-exp(c)], wherep

is the planned flow blocking probability from the last CCR anig a deviation
parameter which controls the mean time between consecutive CCRs. @R is
triggered by a capacity under- or overprovisioning in the tunnels.

Selective Capacity Reassignment (SCR)

The SCR based on the following idea also uses Tls. When the capacityp-assig
ment is performed for the first time to initialize the tunnels, a fraction of all link
capacities remains unassigned and is retained in a free resourc&R&)l The
flow blocking probabilities resulting from this initial process are consider®d
target values. If some flow blocking probabilities leave their Tls, only Hpac-

ity of affected tunnels is adapted by acquiring more capacity from the FRP o
by returning excessive capacity to the FRP. This reduces the ovengtiLtation
and configuration effort. If the capacity in the FRP is depleted, all budgets
reinitialized. This leads to new target values for the flow blocking probabilities
and a fraction of all link capacities is again retained in the FRP.
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Comparison of CCR and SCR

Both, complete and selective capacity reassignment adapt the turpei-ca
ties to the current traffic demands but differ in their implementation, signal-
ing/configuration overhead, and processing complexity. The advama§CR
over CCRis its fast reaction to a local capacity shortage. However, 8ERrbt
provide the lowest possible blocking probabilities as some available liniceapa
ties are not assigned to the tunnels but retained in the FRP. Another ditaglya

of SCRis its bad performance in network overload situations when thaneso

in the FRP are depleted. In this case, it is impossible to shift bandwidth betwee
the tunnels and the blocking probabilities may thus deviate strongly from their
target values with large deviations between individual aggregates. Algieini-
tialization of the tunnels and the FRP can solve this problem.

4.3 Performance Evaluation of ABA for
Capacity Tunnels

Conventional performance evaluation of BA/AC methods compareskibigpc
probabilities between alternative implementations. In contrast, our peafore
analysis rather quantifies bandwidth savings, i.e., network topolodfjc tnaa-
trix, and target flow blocking probability are given and the required netwe-
pacity is calculated. To the best of our knowledge this is the first time in literatur
that BA/AC methods are compared that way. From our perspectivekitidsof
comparison leads to more meaningful results for application in practicettiea
comparison of abstract blocking probabilities. In this section, we illustrae th
performance evaluation framework used to compare SBA and ABAdpacity
tunnels. An inversion of the Kaufmann & Roberts formula for the contjraf
blocking probabilities is used to dimension the tunnels. The BA-specifidtresu
ing tunnel capacities are subject to economy of scale and determineetal ov
required network capacity.
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4.3.1 Capacity Dimensioning for Virtual Tunnels

When AC is applied, flow requests can be blocked to prevent overloadisits.
Our goal is to assess the efficiency of ABA vs. SBA for the BBB NAC arch
tecture. Therefore, we compare their respective resource reggrits that must
be fulfilled to achieve the same blocking probability. The blocking probability
is determined by the provisioned capacity and the traffic model. We reuview o
multi-rate Poisson model for real-time traffic and the Kaufman & Robents f
mula [82] for the calculation of blocking probabilities. Efficient implementagio

of this formula and also of its inversion are given in [63]. The inversiietdg the
capacity dimensioning algorithm for the capacity tunnels and, due to its tentra
meaning, we review it here. Finally, we show that the tunnel capacityireequ
ments are subject to economy of scale and sensitive to various paraiilate
e.g. the request size distribution.

A Simple Model for Real-Time Traffic

The underlying traffic model has an essential impact on flow blockindpasr
bilities and on capacity dimensioning. We intend to investigate the BBB NAC
with ABA for IP networks which operate on the session level. The intévedrr
time of sessions is exponentially distributed [119]. Therefore, the Roissalel

is appropriate for the description of session arrivals which causevegis re-
quests. It is characterized by an exponentially distributed flow interahtime
with rateﬁ and an independently and identically distributed flow holding time
with meanE[B]. The ratioa = % is the offered load which equals the mean
number of active flows in a system without flow blocking. The offeredilza
expressed in the pseudo unit Erlang [Erl].

According to the multi-service world of the Internet, a simplified multi-rate
model is used to implement the flow request profile for our performavealua-
tion. The model consists af = 3 different flow request types 1 < i <n with
request sizes;. The rate of the request-type-specific inter-arrival time distribu-

tion and the mean of the flow holding time determine the request-type-specific
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request type 1 2 3
i 64 Kbit/s | 256 Kbit/s | 2048 Kbit/s
P(Ro=r:) 2.0 | 1-6) 2.0

Table 4.1:Request type statistics.

offered loada; = £{5:]. The overall load is. = 3, _,,, a;. The random vari-

able Ry indicates the request size in case of a flow arrival and the request size
probability is calculated byP(Rg = 1;) = %. The statistical properties of

the request types are compiled in Table 4.1. They are chosen suthehaield
a constant mean flow request ratefofRs] = 256 Kbit/s and a coefficient of

variation ofc,..[R¢] =2.291- 0 that depends linearly oh

The Kaufman & Roberts Formula for the Computation of
Blocking Probabilities

An algorithm for the computation of the blocking probabilities for a multi-rate
Poisson traffic model has been presented in [82] (18.1.1, p. Bli§)based on
discrete capacity units, so we discretize the tunnel bandwidthinto c; ., ca-
pacity units of size.. = 64 Kbit/s. Analogouslyy; is the request rate in capacity
unitsuc.

Request-Type-Specific Blocking Probabilities At first, we calcu-
late request-type-specific blocking probabilitiggr;). For that purpose, auxil-
iary variablesw(j) representing state weights fgrused capacity units in the
tunnel are calculated by

0 1§ <0,
w(j) =1 1j =0, (4.2)
S wG )t ar 10<j<cl
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A normalization derives the state probabilitie$;) for j used capacity units as

w(i) = B(j) - (Z w<k>> . “.3)

k=0

The request-type-specific blocking probabiliti@$r;) depend on the tunnel ca-
pacityc;, ,, and are calculated as

)= > w(j). (4.4)

j:cg,wf'r,}“l»l

The above computation model for request-type-specific blockingafitities
takes only the flow level dynamics but not the packet level dynamics itHo a
count. If such dynamics are also considered, the request ratee canltiplexed
more efficiently in the tunnel. However, packet level dynamics introdunceher
degree of freedom and complexity. Since we are more interested in N&Crth
LAC issues, we use a simple peak rate allocation model.

Aggregate Blocking Probability Flow requests with high rates have a
larger blocking probability than those with low rates. For the ease of simpte co
parison, a single number for the overall aggregate blocking probabitygigred.

In [63], AC with trunk reservation (TR) or complete sharing (CS) obreses is
considered to obtain aggregate blocking probabilities. Usually, the maxietiem
for flow requests is not known in advance and, therefore, TR is ndemmgnted

in practice. Hence, CS is used to compute the aggregate blocking prolsabiltie

Db :1<22<npb(7“2‘) . % (4.5)

Equation (4.5) weights the request-type-specific probabilBéR ¢ = r;) with
their request sizes;. The blocked traffic volume thus corresponds to the aggre-
gate blocking probabilityy.
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An Efficient Algorithm for Tunnel Capacity Dimensioning

Our performance evaluation framework requires capacity dimengjaviiich is
the inversion of the blocking probability calculation in Equation (4.5). Bdlsica
the tunnel capacity, ,, can be increased iteratively until the resulting block-
ing probabilityp...» reaches a target blocking probabiljty,. This method is
computationally expensive. Algorithm 2 calculates the required tunnelités
much faster by increasing the numbesf bandwidth units.. until the blocking
probability p... is lower than the target blocking probabiliy .

The key idea to accelerate the computation of Algorithm 2 is the introduction
of blocking weightspy(r;) as auxiliary variables for the request-type-specific
blocking probabilities(r;). The valuess, (r;:) are incrementally calculated for
an increasing tunnel capacifyand serve for the calculation of the probabili-
tiesp(r;). The recursion in Equation (4.2) requires only the storagé gf, val-
ues, where,, .. :maxlgign(r?) denotes the maximum request size in capac-
ity units. Therefore, the memory storage for auxiliary variali¢g) can be lim-
ited to a cyclic array of size},, ...+ 1. The utility functionsTORHw, j, z) stores
valuex associated with index positighin arrayw, GET(w, 7) in Algorithms 3
and 4 recalls the value from index positipof array«w, andDEVALUATE (w0, d)
divides all values in arrayv by d. To avoid number overflow, downscaling is
performed when the control varialilg;,; exceeds a thresholf, ...

The function SATEWEIGHTSCS() shown in Algorithm 3 computes the state
weightsw as defined in Equation (4.2) and also the incremental wéight. The
latter variable is used in the function.BCKINGWEIGHTSCS() which calculates
the request-type-specific blocking weighigr;) as shown in Algorithm 4. Fi-
nally, the function ROCKINGPROBABILITY () calculates the aggregate blocking
probability p...-, which is used as stop criterion for the iterative tunnel capacity
increase. The details of this function are omitted but can be found in [63].
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4.3 Performance Evaluation of ABA for Capacity Tunnels

Input:  target blocking probability:,, request type information

j =0 {initialization}
if > <;<n @i > 0then
STORHw,0,1) {w(0) :=1}
for 0 < k < ciar do  {initialization}
STORHw, k,0) {w(k):=0}

end for

for 1 <i<ndo {initialization}
ﬁb(h’) =1

end for

Pcur ‘= 1, Ter =1 {Tctrl = Z] w(k)}
while peur > pror do {until blockmg probablllty is small enough
if Tetri > Tmas then  {scale down if numbers become too lafge
for1 <i<ndo

Po(ri) = 0
end for
DEVALUATE (W, Tetrt); Tetrt i=1
end if
j=j+1

(@, Taqa) :=STATEWEIGHTSCS(j, )
Tctrl = Tctrl + Tadd
Peur =0 {peur is updated
for 1 <i<ndo
Do (r4) —BLOCKINGWEIGHTSCS(pb( i)y, W, 7, Tadd)

endfor -
) — PulTi
pb(n) _ %ctrl i .
Peur :=BLOCKINGPROBABILITIY (5, request type information)
end while
end if

OQutput:  required capacity unitg

Algorithm 2: CAPACITYDIMENSIONING: computation of required bandwidth
for border-to-border capacity tunnels.
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4 Adaptive Bandwidth Allocation (ABA)

Input:  j, W, Tetrr, request type information

z:=0 {computesi(j) according to Equation (4.2)
for1 <i<ndo
x:=1x+ GET(0,j —ri') -1 a;
end for
T = § store@, j,z) {w(j) ==}

Output:  state weightsp, weight increment:

Algorithm 3: STATEWEIGHTSCS: computation of state weights for CS.

Input:  pu(rs), 4,0, 7, Tudd, request type information
Po(1i) := Po(r:) — GET(W, § — ) + Toda
Output:  request-type-specific blocking weighis(r; )

Algorithm 4: BLOCKINGWEIGHTSCS: computation of request-type-specific
blocking weights for CS.

Economy of Scale of Tunnel Sizes

The tunnel capacity dimensioning performed in Algorithm 2 is sensitive to dif
ferent network parameters and traffic characteristics such agoffead, request
rate variability, and targeted aggregate blocking probability. Variationsesfeth
parameters influence the required tunnel capacity and the corrésgeasgource
utilization and lead to the phenomenon of economy of scale.

Impact of Offered Load and Request Rate Variability We di-
mension the required tunnel capacity,, for a targeted aggregate blocking prob-
ability of p, =10~2 and vary the load., ., that is offered to the tunnel. In addi-
tion, the impact of the request rate variabilil®y (cf. Table 4.1) is investigated
by setting its interpolation parameter to valueg ef{0, 1}, respectively.
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4.3 Performance Evaluation of ABA for Capacity Tunnels

Figures 4.3(a) and 4.3(b) show the required tunnel capagityand the cor-
responding resource utilizatign= #EW[RG] for different offered loadsi, .,
and request size distributiorf®, andR; . The required capacity is almost pro-
portional to the offered load, at least for a valuezgf,, = 10® Erl or larger. The
resource utilization is a measure for the efficiency of the capacity tunhelfact
that little offered load leads to low utilization and that large offered load leads to
high utilization is a non-linear functional dependency which is called ecgnom
of scale or multiplexing gain.

Regarding the request size variabili®p, the resource utilization emphasizes
the difference between the distributions with parametexg0, 1} more visibly
than the required capacity. Increasing the request rate variability sesehe re-
quired capacity and decreases the resource efficiency but only to adliexitent
that vanishes for high offered load. In the following investigations, wethe
request size distributiof®; as default since traffic in the future Internet is ex-
pected to be more variable than in the ISDN telephone network whose 64 Kbit/s
connections correspond 1.

Impact of Blocking Probability Figures 4.4(a) and 4.4(b) illustrate the
influence of different aggregate blocking probabilitigss {10™*,1072,107°}
and the offered load. ., on the required tunnel capacity, ., and the resource
utilization p for request rate distributio®,. Economy of scale is observed for
all curves but larger blocking probabilities allow for a visibly better reseuuti-
lization. However, this influence decreases for high offered load ancegource
utilization eventually converges for all blocking probabilities to 100%. Reigar
the capacity curves in Figure 4.4(a), the difference among the altezridtck-
ing probabilities is hardly visible for values af, ., = 10* Erl or larger. If not
mentioned differently, a target aggregate blocking probabilitp,of= 1072 is
used in the following.
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Figure 4.3:Impact of offered load and rate variability on required tunnel capacity
and resource utilization.
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Figure 4.4:Impact of offered load and target aggregate blocking probability on
required tunnel capacity and resource utilization.
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Demand Matrix — Input Parameters Required
(Offered Load) Network
Svw - Capacity
- | TI(LQV,W) Required /
Routlng | \ > Link |
. Capacities
Traffic Mix R, Reauired /‘W
(Re_qu_est -Rate > Capacities
Distribution) (Inverted K&R)
Desired Aggregate % S~ —~ —
Blocking Probability Calculations

Figure 4.5:Calculation steps for determining the required network capacity.

4.3.2 Network Dimensioning with SBA and ABA

We derive general formulae for the calculation of the required netwapacity
which serves as performance measure for the comparison of SBABA. For
each BA method, the specific procedure for determining the networkcisp
requirements is considered.

General Dimensioning Approach

To determine the required network capacity, we assume a common theggte
gregate blocking probability,. Firstly, the required tunnel capacities are calcu-
lated based on the probabiliy, the request rate distributidRs, and the offered
loadsa.,,., of the b2b traffic aggregates. The resulting tunnel capacitiesand
the pre-determined routing informatioyil, g.,.,) are then used to compute the
minimum required link capacities. Summing up these link capacities finally
yields the overall required network capacity. An overview of the calculatieps

is given in Figure 4.5.
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4.3 Performance Evaluation of ABA for Capacity Tunnels

Calculation of the Required Tunnel Capacities The offered load
for a b2b traffic aggregate,,., € G is denoted by, .,. The resulting matrix
Ag = [av,w]v,wev is the traffic demand matrix. Algorithm 2 calculates the re-
quired tunnel capacities, ,, based on the b2b offered loads .,, the request
rate distributioriR ¢, and the targeted aggregate blocking probability

Calculation of the Required Link Capacities The admitted rate
of a b2b aggregate, ., is given byr, ., and the matrixCg = [rv,w]v,wev
describes a network-wide admitted traffic pattern. Each possible tradfic p
ternCg € RJMZ obeys to the following formulae

Yo,w €V : Tyw >0 (4.6)
YoeV: 1y, =0. 4.7)

If BBB NAC is applied to the network, the traffic patterns must additionally sat-
isfy the constraints imposed by the tunnel capacities (cf. Equation (4.1)), i.e.
the inequation

Yo,w eV : Tyw < Couw (4.8)

must hold. To determine the minimum required link capaeityor each link
[ € &, aworst case analysis is performed that uses Equations (4.6))-a4sgle
conditions in the capacity minimization

a> Y cow 0l gow), (4.9)

v, weVY

where functiom(l, g, ) represents the routing information and denotes the por-
tion of aggregate, ., that is transported on link In case of single path routing,
we haven(l, gu.w) € {0, 1} whereas, for multi-path routingy(l, g»,) € RY is
possible.
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4 Adaptive Bandwidth Allocation (ABA)

Calculation of the Required Network Capacity The overall re-
quired network capacity is our primary performance measure andysdafined
as the sum

Ciot =Y (4.10)

le€

over all required link capacitieg. Now that we have described the general ap-
proch to network dimensioning, we adopt this procedure to derive diimeimg
methods that are specific to SBA and ABA, respectively.

Network Dimensioning with SBA

The general network dimensioning approach assumes a static denaarid m
For the performance comparison of SBA and ABA, however, the b2ffiar
aggregates are supposed to be variable over time which yields timetvdeian
mand matrices. If the b2b tunnels are dimensioned with SBA, the demand ma
trix Amae = [maz(av,w(t))], e\ contains for each aggregage,. its max-
imum offered load over all time instancésHence, the busy hour traffic ag-
gregates must be supported by the tunnels with statically assigned capacity.
SBA, the capacity:7?* of link  is then calculated as the sum of capacities of
those tunnels whose aggregates are carried Bimally, we calculate the overall

required network capacig; 2 for SBA based on the demand matsit,... as

ot =y (4.11)
leg

Network Dimensioning with ABA

In contrast to SBA, ABA continuously adapts the capacity tunnel sizes to the
demand variations of the corresponding traffic aggregates. To teactlgoal,
the network is reoptimized in certain time intervals (cf. Section 4.2.3). More
precisely, the tunnels are redimensioned based on the time-depemrdeanadl
matricesA(t) which yields time-dependent link capacitiest). For ABA, the
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4.3 Performance Evaluation of ABA for Capacity Tunnels

actually required link capacity;*>4 of link { is then defined as the maximum of
all link capacities; () over all timest, i.e. ¢4 =maz.(c;(t)). Finally, we cal-
culate the sun€;Z4 of the link capacitieg;'?* as the overall required network
capacity for ABA as

ABA 5 B .12)
leg

Summary

We have illustrated the performance evaluation framework used to cerSisf
and ABA for capacity tunnels. Assuming a simple multi-rate traffic model an
a certain blocking probability for flow requests, the capacity tunnels arerdim
sioned using an algorithm that inverts the Kaufmann & Roberts formuléhéor
computation of blocking probabilities. The required tunnel capacity andahe
responding resource utilization are sensitive to the request rate variathiéity
blocking probability, and, in particular, to the traffic load offered to the &inn
The measure to compare the performance of SBA and ABA is the ovetll
work capacity required by each BA method, respectively. Theretoigeneral
network dimensioning approach is presented from which the specifimdiore
ing methods for SBA and ABA are derived.
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4 Adaptive Bandwidth Allocation (ABA)

4.4 Impact of Traffic Demand Models on
ABA Bandwidth Savings

The benefits of ABA over SBA are potential bandwidth savings that can be
achieved if the traffic demand matrix is variable over time and the tunnel aiee
adapted accordingly. With SBA, the capacity of a tunnel must be dimegditon

its busy hour. At secondary times, this capacity is underutilized if the |dadsaf

to the tunnel is significantly lower. If the busy hours of different b2bficadg-
gregates occur at different times, some of the bandwidth of underdttizenels

can be used to support other tunnels in their busy hour. This changerantu
tunnel capacity requirements leads to bandwidth savings.

In the following, we illustrate the impact of traffic demand models on the
bandwidth savings achievable with ABA. At first, static demand matrices pro
portional to city sizes are constructed. These matrices are then madediiaet
such that they yield an opportunistic demand model allowing for maximumd-ba
width savings. More realistic demand models for wide area networks $)YAN
are constructed proportional to the user activities at the network nédesll
resulting demand matrices, the overall traffic in the network remaingan#\
concluding single link analysis reveals how bandwidth savings beconsébfms
Some of the results are published in [197,198].

4.4.1 Modelling of Static Demands

For the construction of static traffic demand matrices, we consider a rietwo
structure described by a graph notation. A network topology is specifieal b
tuple V' = (V, €), where the set of verticeg contains all routers and the set of
edgesf contains all uni-directional links. In our experiments, each node)

is associated with a city. The overall offered network leag = ay2s - |V| -
(JV|—1) is defined based on the average b2b offered toag and the number
of network nodesV|. For each pair of ingress/egress nodesidw, we define a
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static offered load

atot-m(v)-w(w) .
z,yeV,aty T(T)T(Y) if v #w

Ay,w = > ) (413)
0 if v=w

wherer(v) is the population of the city associated with nade V. The val-
uesa,,, and thus the entire static traffic demand matrix can be scaled by the
setting ofas2,. Please note that the demand matixs [av,w]v,wev Merely con-
tains the offered loads measured in Erlang between each two tunnedietsdp

To get an instantaneous traffic pattern, the loads must be multiplied with the
mean value of the flow request size distribution which is set to 256 Kbit/s (cf.
Table 4.1).

4.4.2 Dynamic Opportunistic Demand Model

Model Description

Time-variant traffic matrices are a prerequisite to effectively apply A#ich

is most effective if busy and idle hours of various b2b aggregateplerment

each other on a single link. Based on the static demands derived in Equa-
tion (4.13), we use squared sine and cosine functions with a 24-heiadpe

to model time-variant demand matrices with a maximum potential for band-
width savings. These matrices are constructed such that the oveeaédfbad

in the network remains constant. For an optimal complementation of buby an
idle times of the aggregates composed on a single link, we exploit the correla
tion V¢ € R : sin?(¢) +cos?(t) = 1 and set the offered loads, ., (t) according to
Equation (4.14). The variables, ., andw, ., are calculated by Algorithm 5.

2-al, ., sin®(t) if v#WAWw =0
av,w(t) =1 2- Ay - cos?(t) i v#wAwyw=1 (4.14)

0 if v=w
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4 Adaptive Bandwidth Allocation (ABA)

Input:  topology, routing, and static traffic matri[av,w]v,wev

Ghot := {guv,w : (V,w) EV XV}
while Grot # (0 do
choose aggregatg ,, € Gno: With longest path
Omaz =0
for all [ used byg;, ,, do
8= |Sp" — 25|
if § > dmaz then
if X7 > X7 then

end if
end for

(.-Uv,w = Wemp )
if g ., uses only one linkhen
!/

Ay, = Omaz
else

CLi,’w = av,w
end if

for all links ! used bygy, ., do
if wemp = 0then
Elsln = E?zn + ai},w
else
EZCOS = E?OS + a”u,w
end if
end for
end while

Output: a3, ,, andwy,w

Algorithm 5: OPPORTUNISTIdDEMANDS: computation of opportunistic de-
mand oscillations for maximum bandwidth savings.
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/

Algorithm 5 assigns to any b2b aggregate, an offered load, ,, and an os-
cillation typew,, ., € {sin, cos}. For that purpose, it records for any lihk £ the
sumsY;™ and=§°¢ of the link loads oscillating with either sine or cosine. The
valuea;, ,, is set to the offered load of the aggregate, with the longest path in
the set of yet undetermined aggregadgs;. Within this path, the link with the
largest differencé = |Z;™" — £¢°°| is selected. IE£{°* is larger tharz;™", the
oscillation type of the considered aggregate is setitoand, otherwise, teos.
This procedure is repeated for all aggregates that are routed overtham one
link. In general, the two sumE;" and £{°° cannot be matched exactly when
the oscillation types and traffic loads are set as previously describethé®usy
and idle hours of the aggregates on linkre not completely complementary. To
achieve absolute balance, the oscillation type and the offered load ofghe-ag
gate routed only ohand on no other link is set to the differen@g™” — $°¢|.

ABA Performance Evaluation

We dimension the test network shown in Figure 4.6 with the city populations
given in Table 4.2 for the previously defined opportunistic traffic dedrmandel

and for different offered loadsyz,. The rate request distribution 78, and the
blocking probability is set te, =1072. Using SBA, we dimension the capacity
tunnels only once for the peak load demand matix.. and sum up the re-
sulting link capacities;?®* to the overall required network capacify’z*. For
ABA, the tunnel sizes are optimized every 5 minutes during a 24 houresyadsy,
i.e., the capacity tunnels are redimensioned based on the dynamicdeaffand
matricesA(t =¢-5 min) which yields time-dependent link capacitiet). The
actually required link capacity is the maximum of required link capacitiesaVer
timest, i.e. ¢/*®* = mazgo.00, 24:09 (i (¢)). Finally, we calculate the sudys;"

of the maximum link capacities;'?* as the overall required network capacity

for ABA.
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Figure 4.6:Test network topology for opportunistic demand model evaluation.

Mia

Name() 7(v)[10°] | Nameg) 7(v)[107]
Atlanta (Atl) 4112 Los Angelesi(0A) 9519
Boston Bo9) 3407 Miami (Mia) 2253
Buffalo (Buf) 1170 New OrleansleO) 1338
Chicago Chi) 8273 New York (NeY) 9314
Cleveland Cle) 2250 Orlando QOrl) 1645
Dallas Dal) 3519 Phoenix Pho) 3252
Denver Den) 2109 San FranciscoSaF) 1731
Houston Hou) 4177 Seattle e 2414
Kansas Kan) 1776 Toronto (Tor) 4680
Las VegaslaV) 1536 Washington \(Vas) 4923

Table 4.2:City populations for opportunistic demand model evaluation.
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Figure 4.7:Network capacity requirements and bandwidth savings for oppor-
tunistic demand variations.

Numerical Results  Figure 4.7 shows the numerical results of our experi-
ments for different offered loads,., and BA methodsZ € {SBA, ABA}. The
overall required network capaciti€s’5* and C/Z4 both increase almost lin-
early with rising loadsas2,. As expected, more capacity is required for SBA
than for ABA which can be clearly observed by the resulting bandwidth sav
ingsB=1-C{5A ) CEA,

Our experiments were designed such that bandwidth savings of 50&lmu
expected with ABA compared to SBA. However, the results show that theé-ba
width savings strongly depend on the offered leag,. The expected savings
can be achieved only for sufficiently high values, > 10* Erl while for low
offered loads likeayor, = 10 Erl, only half of the bandwidth savings potential
can be exploited. This behavior is due to the economy of scale that depand
the tunnel sizes, i.e., for a given blocking probability, the requiredelicapac-
ities are on average less utilized for low offered load than for high affead.
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With SBA, the capacity of a tunnel is always dimensioned for the maximum of
fered load of its b2b aggregate. Hence, this capacity can be utilized tdigeila
large degree. With ABA, the load, ., (¢) offered to a tunnel can be very small.
The corresponding tunnel capacity is smaller and, hence, it is usedeoage

to a minor degree. However, if the offered loag, is sufficiently high, the tun-
nel capacities for ABA are large enough such that a good resourcetithizis
achieved. This explains the convergence of the bandwidth satBng$50% for
larger valuesis2p.

Of course, the amount of bandwidth saved with ABA (up to 50% of SBA) is
due to the specific construction of the time-variant demand matricesnkrae
the bandwidth savings potential depends on the request rate distributidhean
variability of the network traffic over the time of the day. It can be exploitestb
if the offered load in the network is high like, e.g., in wide area networks.

4.4.3 Dynamic Demand Models for Wide Area
Networks

In local area networks (LANSs), the busy hours of all traffic aggtegare sup-
posed to coincide. It is thus unlikely that one capacity tunnel is overloatiéd
another one is underutilized. This is different in wide area networks (gyAn-
cause the busy hours of individual traffic aggregates depend on teetines in
which the corresponding endpoint routers are located. Theref@# should be
applied to the capacity tunnels to achieve bandwidth savings in WANS.

Model Description

For the construction of dynamic demand matrices for WANs, we definmex f
tion that calculates the online activity of a city population. This function assigns
to each node € V an activity factory, (t) which depends on the coordinated
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Figure 4.8:Online user activity at a network node over 24h.

universal time (UTC} and the time zone of nodeand which is calculated as

0.1 if L(v,t) € [0:00, 6:00
10
1-0.9- (cos (M>> else.

18h

Yo (t) =

(4.15)
The functionL(v,t) = (¢t + 7(v) +24) mod24 Vvt € [0:00, 24:00 calculates
the local time at node € V at UTC¢ with 7(v) being the time zone offset of
nodewv. The activity functiony, (¢) is illustrated in Figure 4.8. The curve shows
the percentage of active users among the population of naggending on the
local timet.

Based on the online user activities at network nadaesdw, three simple op-
tions for the fluctuation of aggregate loads., (t) over timet can be identified.
The traffic demand matrices derived from these options are made sy
such that the overall offered load in the network remains constant.
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Linearity to Provider Activity (LPA) With the LPA demand model, the
offered loada.,,.,(t) of aggregatey., ., is proportional to the online user activity
at the traffic-providing node :

atot (V) vy (L) -m(w B
Gy (t) = {zm,y;\z,w;«(éy);f(z()')"/x((t)')ﬁ(y) Fvrw € [0:00, 24:00
0 if v=w
(4.16)
Demand fluctuations following the LPA model may be caused by clieneserv
applications, where the clients are triggered by human beings and potnto

to a server, e.g. for data backup purposes.

Linearity to Consumer Activity (LCA) With the LCA demand model,
the offered loads,, ., (t) of aggregatey, ., is proportional to the online user ac-
tivity at the traffic-consuming node:

o7 (0) (W) e (£ .
() = {Zw,yte;,w;y)«<(x)?:<y>(-w>y<t> T e 10:00, 24:00
0 if v=w
(4.17)
Demand fluctuations following the LCA model may be caused by clienteserv
applications, where the clients pull content from a server, e.g. fordeainloads.
The LCA and LPA model provide similar demand matrices and, therefoee

consider only LCA in the following.

Linearity to Provider and Consumer Activity (LPCA) With the
LPCA demand model, the offered load ., (¢) of aggregate. ., is proportional
to the online user activities at both endpointandw of the aggregate:

Lo yev,azy (@) 12 (07 (y) 7y (1) Vvt € [0:00, 24:00
0 if v=w

Aot (V) Yo () 7(W) vy (t) if v # w
Go(t) =

(4.18)
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Name() 7(v) | 7(v) | Name@) 7(v) | 7(v)
Honolulu 378.155 | -11 Athens * 745.514 +2
Los Angeles * | 3.798.981 -8 Helsinki * 1.027.305 +2
Vancouver * 545.671 -8 Moscow * 10.101.500 +3
Denver * 560.415 -7 New Delhi 12.791.458 +4
Chicago * 2.886.251 -6 Bangkok 6.320.174 | +6
Houston * 2.009.834 -6 Beijing 13.820.000 | +7
New York * 8.084.316 -5 Hong Kong 6.708.389 +7
Toronto * 2.481.494 -5 Singapore 4.017.733 +7
London * 6.638.109 0 Seoul 9.895.972 +8
Berlin * 3.388.434 | +1 Tokyo 8.134.688 | +8
Cape Town 2.415.408 +1 Melbourne 3.366.542 +9
Munchen * 1.227.958 +1 Sydney 3.997.321 +9
Paris * 2.125.246 +1 Auckland 406.000 +11

Table 4.3:City populations and time zones for WAN demand model evaluation
(* summertime).

Demand fluctuations following the LPCA model may be caused by pepedo-
applications, where content is exchanged among peers that arelleahiyp hu-
man beings. The peers may request and offer contents at the samAiotieer
application is IP telephony with and without video support based on, eg. th
session initiation protocol (SIP).

ABA Performance Evaluation

We dimension the test network shown in Figure 4.9. The nodes are lanatid
ferent time zones which, together with the population of the associated citles a
their surroundings, are compiled in Table 4.3. The bandwidth savirigig\ac
able with ABA are evaluated for the previously defined LCA and LPCA traf-
fic demand models for different offered loadg:,. The rate request distribution
is R1 and the blocking probability is set g = 10~3. The overall required net-
work capacities for SBA and ABA are calculated according to Equatiodd)4
and (4.12), respectively.
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Figure 4.9:Test network topology for WAN demand model evaluation.

Numerical Results  Our performance measures are the overall required
network capacityCZ and the resulting bandwidth saving®- calculated for

all combinations of WAN traffic demand mod#&l € {LCA, LPCA} and BA
methodZ ¢ {SBA, ABA}. Figure 4.10(a) shows the required capacitigs,,

and the bandwidth savinds,ca as a function of the offered load; for the
LCA traffic demand model. Figure 4.10(b) accordingly shows thelt®€d » 4
andBr pca for the LPCA model.

Obviously, the required network capacities of both BA methods scale almos
linearly with increasing offered load since both axes, i.e. the x-axis angrih
mary y-axis, use a logarithmic scale. In Figure 4.10(a), the capaaiesd; 24
and and’;24 almost coincide. The bandwidth savingsca are shown as a dot-
ted curve on the linearly scaled secondary y-axis. For the LCA trafficathel
model, almost no bandwidth savinf§s ca ~2% are achievable with ABA.
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Figure 4.10:Network capacity requirements and bandwidth savings for demand
variations in WANSs.
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In Figure 4.10(b), the capacity curvégze.,, andCy 52, are clearly visible as
separate lines. Hence, more bandwiBlthrca ~ 18% can be saved if the LPCA
model is assumed. For this traffic demand model, the achievable bahdsaic
ings depend on the offered loagh, and siginificant savings are realized only for
sufficiently high offered loadss.;, > 10* Erl. Figure 4.10(b) also shows that the
bandwidth saving8.. pca stabilize with increasing offered load.

To understand this behavior, we study the capacity requirements ofdndlv
links for both WAN demand models over 24 hours. Figures 4.11(a}aht{b)
show them for links Seout Tokyo and Bangkok— Beijing for the LCA model
and Figures 4.12(a) and 4.12(b) show them for LPCA. The depictees result
for an offered loachs2, = 10* Erl. For both links, the maximum required link
capacitiesCZ-, shown in Figures 4.11(a) and 4.11(b) are about the same for
SBA and ABA. The LPCA model allows for bandwidth savin§sprca ~ 46%
on the link Seoul— Tokyo (cf. Figure 4.12(a)) if ABA is used instead of SBA.
In contrast, much less bandwidth can be saved for this demand modkEon
link Bangkok — Beijing (cf. Figure 4.12(b)). A comparison between LCA and
LPCA with regard to their busy hour period lengths shows that the maximdm lin
capacity for LCA is required on average over a longer time than for LPCA

The effects on the amount of bandwidth savings can be explained thefur
analyzing the traffic composed of different b2b aggregates on a dinkle Each
aggregate has its own time-dependent capacity requirements thaparpased
for all aggregates transported énThe LCA model leads to longer busy hour
periods than the LPCA model and this propagates to the time-depengenitga
requirements of link. The shorter busy hour periods of LPCA are more likely to
occur temporally displaced and the reduced overlapping of busy deursases
the maximum required link capacity for ABA. This is well observable on thie lin
Seoul— Tokyo that carries 30 different traffic aggregates with busy houd#-at
ferent times. In contrast, the link Bangkek Beijing supports only 22 different
aggregates whose busy hours coincide for both WAN demand modetseH
ABA achieves significant capacity savings only if the busy hour periddseo
traffic aggregates on a link do not overlap.
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Figure 4.11.Link capacity requirements and bandwidth savings for the LCA traf-
fic demand model.
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Figure 4.12.Link capacity requirements and bandwidth savings for the LPCA
traffic demand model.
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Summary

We have illustrated the impact of different traffic demand models on thd-ba
width savings achievable with ABA. Our analytical results show that the ddma
model assumed for network dimensioning has a major impact on thevizthd
savings potential of ABA. To generate traffic demands, static trafficashehma-
trices are constructed proportionally to city sizes. These matrices are tinzae
variant such that the overall offered load in the network remains catndtar
variable b2b traffic aggregates oscillating opportunistically on all netwoks lin
the maximum bandwidth savings of 50% are only achieved if the offeredl loa
in the network is high enough. More realistic traffic demand models for wide
area networks (WANSs) are constructed proportionally to the user activtithe
network nodes which yields three different models: linearity to providévity
(LPA), linearity to consumer activity (LCA), and linearity to provider armhe
sumer activity (LPCA). For a target aggregate blocking probabylity= 103

and the flow request size distributi@, , bandwidth savings are hardly achiev-
able with LPA/LCA (= 2%), whereas more significant savings (18%) are
obtained with the LPCA model. A single link analysis reveals that bandwidth sav
ings with ABA depend on the overlapping of busy hours of aggregatepited

on a link. Bandwidth savings are increased if these busy periods datiffeaent
times. Routing and load balancing have a significant impact on the compilation
of traffic transported on a single link. This gives room to further invetitiga as
illustrated in the next section.
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4.5 Impact of Tunnel Implementations on
ABA Bandwidth Savings

In this section, we consider ABA for different implementations of capacity
nels. Previously, the impact of traffic demand models on the bandwidihgsa
achievable with ABA is investigated for single path capacity tunnels only. Now
these bandwidth savings are assessed for various tunnel structtirelfferent
path layouts and load balancing strategies which are important trafficesrgin
ing characteristics in today’s transport networks. We first give amviere of

the options for tunnel implementations. Then we evaluate the bandwidtlgsavin
achieved with ABA for one of the following alternatives: shortest past (8PF)
tunnels, equal-cost multi-path (ECMP) tunnels, relaxed ECMEQMP) tun-
nels, and self-protecting multi-path (SPM) tunnels with either equaPMe) or
reciprocal £SPMr) load distribution. The bandwidth savings are quantified for
an example wide area network (WAN) using the LCA and LPCA traffic deina
models derived in Section 4.4. Some of the results are published in [199]

4.5.1 Options for Tunnel Implementations

A tunnel between an ingress and an egress node is most simply implehasnte
a single path according to, e.g. the shortest path first (SPF) principlEGMP-
based tunnel consists of an equal cost multi-path (ECMP) as definé&tbjn [
xECMP tunnels represent a kind of relaxed ECMP tunnels, i.e., all ppetak
not longer thanx times the shortest possible path are joined in tECMP
tunnel structure. This tunnel implementation may be reasonable for rietwo
where only few equal cost paths between routers exist. From the poofcself-
protecting multi-paths (SPMs) [200], th&PMe andcSPMr tunnel implementa-
tions are derived. According to parameteakSPM tunnel consists of thelink-
and node-disjoint shortest paths [201, 202] between tunnel in- aedegodes.
Thesek shortest paths may certainly have different lengths. FeSBMe tun-
nel, its traffic load is distributed equally among Rlpartial paths. For @SPMr
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4.5 Impact of Tunnel Implementations on ABA Bandwidth Savings

tunnel, the traffic load is distributed reciprocally to the partial path lengths, i.e
shorter partial paths carry larger traffic load shares than longer [gzatfzs.

The performance measures in our study are the overall requiredrketa-
pacity C¥ y and the bandwidth saving$x y achievable with ABA compared
to SBA. We calculate these measures for different capacity tunnel ineplem
tations X € {SPF, ECMP, :ECMP, kSPMe, kSPMr}, traffic demands models
Y € {LCA, LPCA} (cf. Section 4.4.3), and BA method$ € {SBA, ABA}.

All numerical results are computed for a target aggregate blockingapib
ity p, =102 and the request size distributi@®, (cf. Section 4.3.1).

4.5.2 SPF and ECMP Tunnel Implementation

Tables 4.4 and 4.5 show the overall required network capadiffes and the
bandwidth saving€3x,y achievable with ABA for the SPF and ECMP tun-
nel implementation, respectively. The results are calculated for diffeféered
loadsas, and presented in tabular form because the differences between SPF
and ECMP tunnel implementation are rather small. Both, the required rHetwor
capacities and the bandwidth savings, increase with increasing offexeédHor
valuesapa, < 10%, the capacitieﬁ;zfﬂy scale sub-proportionally with the of-
fered load which is due to the superior economy of scale of larger links. F
valuesayz, > 107, the achievable multiplexing gain diminishes and all capaci-
tiesC)ZgY scale almost linearly withy2,. This holds for SPF as well as for ECMP
tunnels. Likewise, the bandwidth savinBsy first increase over-proportionally
with the offered load and then converge slowly to a certain maximum that de-
pends primarily on the demand model but also on the tunnel implementation.
With the LCA model, only few bandwidth savings:@ —2.6%) are achievable.
There is almost no difference between SPF and ECMP tunnel implementatio
For the LPCA model, the bandwidth savings differ a little more and converge
to Bspr,Lrca =~ 17.8% for SPF tunnels an@rcnp, Lrca = 20% for ECMP
tunnels. Hence, ECMP tunnels are slightly more effective in connection with
ABA than SPF tunnels. Please note that the value€fgf ,- andCzéap y in
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BA ABA SBA ABA
ab2b Bx,roa Cx.Lca Cx.1oa Bx, Lpoa Cx.Lpca Cx.Lrca
1E+01 1.06% 1.89E+07 | 1.87E+07 9.69% 1.85E+07 | 1.67E+07
1E+02 1.77% 7.07E+07 | 6.94E+07 14.47% 6.78E+07 | 5.80E+07
1E+03 2.11% 4.68E+08 | 4.58E+08 16.82% 4.44E+08 | 3.69E+08
1E+04 2.22% 4.10E+09 | 4.01E+09 17.54% 3.88E+09 | 3.20E+09
1E+05 2.25% 3.96E+10 | 3.87E+10 17.73% 3.74E+10 | 3.08E+10
1E+06 2.25% 3.92E+11 | 3.83E+11 17.79% 3.71E+11 | 3.05E+11

Table 4.4:Network capacity requirements and bandwidth savings for SPF tunnels
and different WAN traffic demand modelX (= SPF).

BA ABA BA ABA
ab2b Bx,rca Cx LCA Cx LCA Bx,Lpca Cx LPCA CX,LPCA
1E+01 1.23% 1.89E+07 | 1.87E+07 11.00% 1.85E+07 1.64E+07
1E+02 1.98% 7.07E+07 | 6.93E+07 16.39% 6.78E+07 5.67E+07
1E+03 2.37% 4.68E+08 | 4.57E+08 19.00% 4.44E+08 | 3.60E+08
1E+04 2.50% 4.10E+09 | 4.00E+09 19.77% 3.88E+09 | 3.12E+09
1E+05 2.54% 3.96E+10 | 3.86E+10 19.97% 3.74E+10 | 2.99E+10
1E+06 2.55% 3.92E+11 | 3.82E+11 20.03% 3.71E+11 2.96E+11

Table 4.5:Network capacity requirements and bandwidth savings for ECMP tun-
nels and different traffic demand modelé £ ECMP).

Tables 4.4 and 4.5 are identical per definition. In contrast, less over@allork
capacity is required for ECMP compared to SPF tunnels if ABA is used imhstea
of SBA, i.e.Vaya, > 0 : Chbapy < Cébey. If the tunnels are implemented
according to ECMP, the network links need on average less capacity dhan f
SPF tunnels which is explained by the composition of the traffic carried e the
links. For SPF tunnels, we have on averd@entegral aggregates carried on a
link, whereas for ECMP tunnels, we have on averageartial aggregates. A
larger number of flows on a link increases the potential of capacity ghéom
aggregates which have their busy hours at different times. This sapwtgntial
can only be exploited by ABA and not by SBA.
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4.5.3 XECMP Tunnel Implementation

Multi-path tunnels exploit the potential of capacity sharing for aggregates to
larger degree than single path tunnels. However, the strict complianceheith
equal cost constraint for partial paths in ECMP tunnels yields ratheowar
multi-paths since the number of shortest paths of exactly the same length ma
be very limited in a network. As a consequence, the distribution of an gagre
among the partial paths of a strict ECMP tunnel is constrained by the width of
that path. The width of an ECMP tunnel can be enlarged if the strict eqsal ¢
constraint is relaxed. This leadst&CMP tunnels which are constrained by re-
laxation parametet, i.e., they subsume all partial paths not longer thidimes
the shortest possible path in their tunnel structure. Since paraméegritical
to the packet delay experienced in the network, the values arfe restricted
to z € [1.0, 2.0] regarding a hop-count metric. For values- 1.0, tECMP tun-
nels must be configured carefully in the network to avoid routing loops.
Figures 4.13(a) and 4.13(b) show the required network capac?f&swpyy
and the bandwidth savind®.zcap,y achievable witheECMP tunnels for differ-
ent values of the relaxation parameteihe results are computed for the request
size distributionR; and a blocking probability, = 1072 and they are illus-
trated for the LCA and LPCA traffic demand model in separated sulefigte
offered load is set to a constant valueag, = 10* Erl. From previous inves-
tigations (cf. Section 4.4.3) we know that the multiplexing gain for an etfer
load as2s > 10* is widely exploited and, therefore, does not influence the illus-
trated results. Increasing relaxation parametédrom 1.0 to 1.2 and from 1.8
to 2.0 has no impact oﬁfECMp,y and B.rcvmp,y because the structures of the
xECMP tunnels do not change for these transitions.df contrast, the required
capacities and the bandwidth savings rise continuously for valuasreasing
from 1.2 to 1.8. The reason for the growing capacity requirements isnthe
creased average path length in ttHECMP tunnels that is due to the widening
of the multi-path. Fromr = 1.2 to = = 1.8, the average number of links per
xECMP tunnel rises from 4 to 30.
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Figure 4.13:Network capacity requirements and bandwidth savings for extended
equal cost multi-path tunnels ECMP).
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Simultaneously, the average number of partial aggregates compiledion a
gle link rises from28.1 to 182.9. Intensifying the load distribution causes that
the network capacity requirements for ABA increase on average lessisiitg
valuez than those for SBA, i.eCamnp,y iNCreases stronger thainp y - As
a consequence, the bandwidth savifyscnsp,.ca increase from about 2.5%
for x < 1.2 to 10.2% forx > 1.8 (cf. Figure 4.13(a)). In this domain of param-
eterz, the bandwidth saving8,mcap, Lrca grow from about 20% to 30% (cf.
Figure 4.13(b)).

4.5.4 kSPM Tunnel Implementation

The self-protecting multi-path (SPM) [200] is a multi-path protection switching
mechanism that may be implemented, e.g., in MPLS networks. A capacitgltu
based on &SPM consists of link- and node-disjoint parallel paths that carry
the traffic in normal operation mode and during local outages. If a padth is
affected by a network failure, the traffic is just distributed to the remaikhing
companion paths. Constrained by the network topology, pararhediows to
control the width of a SPM. The SPM tunnel structure implements a simple and
loop-free multi-path concept and, therefore, it is easier to configaretBCMP
tunnels. From the SPM concept, we merely use the resource-disjointpathti-
structure for the capacity tunnels to asses their impact on the bandwidtigsav
achievable with ABA.

Figures 4.14(a) and 4.14(b) show the required network capadﬁ,e)gk,y
and the bandwidth savingSispae,y for different numbers of partial pathis
per SPM tunnel with equal load distribution. Figures 4.15(a) and 4) K(bw
the corresponding resul(%PMT,Y andByspar-,y for kSPM tunnels with a load
distribution reciprocal to the partial path length. All results are calculatethéo
request size distributio®®; and a blocking probability, = 10~2 and they are
illustrated for the LCA and LPCA traffic demand model in separated sutgfty
Like for the evaluation oi:ECMP tunnels, the offered load is setdg;, = 10*
Erl and thus large enough to blind out the influence of the economy t#f.sca
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Figure 4.14:Network capacity requirements and bandwidth savings for self-
protecting multi-paths with equal load balancing (kSPMe).
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Figure 4.15:Network capacity requirements and bandwidth savings for self-
protecting multi-paths with reciprocal load balancing (kSPMr).
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The network capacitie(éfSPMe,y andC,fger’Y grow strongly for a maximum
of k < 4 partial paths per SPM tunnel and they do it irrespectively of the load
distribution option and the BA method. The capacity increase is due to the rising
average path length of partial paths in the SPM tunnel. Ftea® to k =6, the
average path length increases fr8m to 4.0, the average number of links per
SPM tunnel increases frof4 to 13.2 and, simultaneously, the average number
of partial aggregates per link rises frod.7 to 77.9. For k > 4, the required
network capacitieg,’fgpMe,y and CstPMr,Y grow less. The reason is that only
few ingress/egress node pairs exist for which more than 4 link- ane-dizjbint
paths can be provided in our test network. Althod@PMr tunnels require less
overall network capacity thatSPMe tunnels, i.6tk > 1 : Cipasy < Cilopse.y »
the bandwidth savings for both implementatio¥iss {k.SPMe, kSPMr} are al-
most identical and range frolfix ca ~ 4.2% for k =2 t0 Bx,.ca ~ 10.2%
for k = 6 regarding the LCA traffic demand model. For these valueg;,of
the LPCA model yields bandwidth savings ranging fré&#® rpca ~ 17.5%
to Bx,Lrca =29%.
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Summary

We have illustrated the impact of different tunnel implementations on thd-ban
width savings achievable with ABA. The bandwidth savings potential is investi-
gated for an example wide area network (WAN) using two different WAeffitr
demand models derived in the previous section. Five different tumpdémenta-
tions are considered: single path tunnels according to the shortest pa{BRF)
principle, equal cost multi-path (ECMP) tunnels, relaxed ECMBPGMP) tun-
nels, and self-protecting multi-path (SPM) tunnels with equ&RMe) or recip-
rocal (¢SPMr) load distribution among thepartial paths.

Our analytical results show that the bandwidth savings potential of ABA de-
pends primariliy on the traffic demand model but also on the tunnel impieme
tion. For the LCA model, the bandwidth savings range from about 2.2% RPé-
tunnels, 2.5% for ECMP tunnels, 5.8% foECMP tunnels with relaxation pa-
rameterz = 1.4, to 8.5% forkSPMe and:SPMr tunnels withk =4 partial paths
per tunnel. For the LPCA model, abolit.5% capacity savings were achievable
with SPF tunnels20% with ECMP tunnels25.5% with xECMP tunnels set-
ting z = 1.4, and abou8.5% for kKSPMe and:SPMr tunnels setting =4. All
results are computed for a b2b blocking probabjity= 10~3, an average b2b
offered loadayz, = 10%, and the request size distributid®;. These values are
of course specific to the example test network and the assumed trafiende
models. However, these conditions apply for all investigated tunnel ingsiem
tations. Hence, the analytical results advocate multi-path tunnels whiclsare a
favorable if network resilience is taken into account. Correspondingcésare
considered in the next section.
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4.6 Impact of Resilience Requirements on
ABA Bandwidth Savings

The fault tolerance of a network regarding local outages is called restlien
Hence, a network is resilient if traffic flows reach their destination despite-o
curing network failures that may affect the physical infrastructurestrdisrupt
communication paths [203]. In traditional telephone systems, most yg&#mss
have redundant layouts. To improve the resilience of general cbonewriented
networks, the reliability of the switching nodes must be increased andipack
communication lines must be provided. Alternatively, backup connefarin-
dividual flows can be set up over disjoint paths to provide hot standbt/this

is a considerable overhead. In any case, 100% extra capacity mpsibéed.
Using the connectionless IP technology, traffic can simply be deviateshdra
failure location by adapting the routing to the modified network topology. Since
tranmission capacity is not exclusively dedicated to specific conneceéatrs,
capacity deployed in the network can be shared by different flows ierdift
outage scenarios. However, care must be taken that enough capgeityided
along the detours to prevent congestion. Link overload probabilities magalb
culated which help to decide on potential infrastructure upgrades [6%, 2

Investigating the impact of resilience requirements on the bandwidth sav-
ings potential of ABA is computationally expensive. Even if the set of ibns
ered network failures is restricted to only single failures of links and reuter
the number of necessary calculations is rather large. Our test netwdtig-in
ure 4.9, for instance, consists of 26 nodes and 55 bidirectional linicdhwsults
in 26+55+1 =282 failure scenarios that must be considered. For SBA this means
that the network dimensioning approach described in Section 4.3.2bauymsr-
formed 82 times. If we reoptimize the tunnel sizes every 5 minutes a dapi#,
the network must be dimensioned ev&h- 288 = 23616 times. For the ease of
completeness, these calulations are performed once for a 3SPMi tonmhe-
mentation, setting,2, = 10%, p,=1073 andR, as usual. Our results show that
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4.6 Impact of Resilience Requirements on ABA Bandwidth Savings

the bandwidth savings with and without resilience requirements differ only little
The bandwidth savings slightly decrease from 6.32% without resilienc218%

with resilience for the LCA traffic demand model, and from 27.60% to 2% 1

for the LPCA model. This slight decrease of the bandwidth savings is dile to
extra capacity that is bound in the statically allocated tunnels. This capacity is
often unused at secondary times and can thus be used efficientlyctardpur-
poses. In contrast, the capacity allocated in adaptive tunnels is alwaysads

as possible which decreases the potential for capacity sharing in casenairk
outage.
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5 Conclusion

This work is driven by the technical and economical need for reseefficient
QoS provisioning imext generation networKfNGNs). NGNs dissolve the cur-
rent coexistence of circuit-switched voice networks and packet-switciata
networks. They use IP technology, provide high reliability, and offeiSQo
guaranteed services with a resource efficiency much higher than iyisaneer-
provisioned Internet backbones. Instead of meapacity overprovisioningCO)
they rely onadmission contro{AC) mechanisms which limit the traffic admitted
to individual links or to networks to achieve real-time QoS in terms of paokst
and delay. Strict QoS requirements can only be fulfilled by AC since CO-is un
able to protect the available resources from overutilization due to unpabtic
traffic changes.

Therefore, the content of this work concerns AC systems and atstbiand-
width allocation strategies. There are two major contributions: (1) a new link-
oriented AC approach calleskperience-based admission con{ileBAC) which
simultaneously aims at high resource efficiency while maintaining QoS2nd (
adaptive bandwidth allocatiofABA) for admission-controlled capacity tunnels
which enables bandwidth savings and thus reduces the CAPEX for tkeitwor
frastructure.

The new EBAC concept addresses the weaknesses of conventidmakth-
ods, i.e., the poor resource utilization of parameter-based AC andshesibil-
ity to QoS violations of measurement-based AC. To overcome these preple
EBAC overbooks the capacity of a single link by a safely calculated owéihg
factor. Its design includes the implementation of the EBAC admission degision
the calculation of a safe overbooking factor based on the experietive BBAC
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system, and the definition of the memory of EBAC from which it gains expe-
rience. The length of this memory is adjustable by its half-life period, i.e., th
time after which the collected experience looses half of its importance for the
overbooking factor calculation. The half-life period strongly influertbesadap-
tation speed of the overbooking factor to changing traffic conditions olirtke
Therefore, the performance of EBAC is investigated by simulationsiffarent
memory settings and under various traffic conditions. The traffic cledrdy
EBAC is modeled on two levels, i.e. the flow scale level and the packet scale
level.

For static traffic, EBAC reaches steady state and its performance isiradas
by the achieved overbooking factor and the resulting packet delaycdine-
sponding simulations give a proof of concept, allow for recommendaton-
cerning the EBAC system parameters, and prove the robustness & Eg#inst
traffic variability. Moreover, if EBAC is applied to larger links, it increashe
overbooking factor and thus takes advantage of economy of scale.

For changing traffic, EBAC shows its transient behavior and its pedooa
is measured by the link utilization and the system response time, i.e., the time
required by EBAC to adapt the overbooking factor to current traffieddgons.

The corresponding simulation results strongly depend on the EBAC nyemor
Sudden changes of the packet level traffic characteristics are sichalssorst
case scenarios to obtain upper bounds on the EBAC response timeskdr a
denly decreasing traffic intensity, the QoS of admitted traffic is not at rigklae
response time depends linearly on the half-life period of the memoryekieny

for a suddenly increasing traffic intensity, the QoS is temporarily comjzesn
and the overall EBAC response time is split into QoS restoration time and uti-
lization restoration time. While the latter depends again linearly on the half-life
period, the time required to restore QoS is independent thereof.

EBAC with type-specific overbooking TSOB) extends the conventional
EBAC system to account for different traffic types. This extension awgs the
EBAC performance with regard to traffic changes on the flow scale 1&gl
static traffic, EBAC with TSOB safely increases the link utilization. For a de-
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creasing traffic intensity due to changes in the traffic mix, it adapts th&ouks

ing factor much faster than conventional EBAC which leads to a highememe
stable link utilization during transient phases. For a comparable incretiafing

fic intensity, EBAC with TSOB avoids overload situations where conventional
EBAC fails.

Despite the link-oriented design of EBAC, this new approach is well applica-
ble in a network-wide scope without the need for a tedious link-by-link agplic
tion. To reach that goal, EBAC may be applied to virthatrder-to-borde(b2b)
capacity tunnels. Thégeneralized) multi-protocol label switchingG)MPLS)
technology, for instance, provides all necessary means for the ireptation of
such tunnels by label switched paths.

Adaptive bandwidth allocation for admission-controlled capacity tunnels en
hances the idea afetwork AC(NAC) based on tunnels between pairs of network
border routers. Using ABA to adapt the tunnel sizes enables bandveiditings
compared testatic bandwidth allocatio(SBA). The concept of ABA for capacity
tunnels fits in the context of efficiemetwork resource managemdghtRM). Its
performance is evaluated analytically by a new network dimensioningapbpr
which differs fundamentally from the conventional methods often usedtien
context of call blocking analysis in ATM networks. Instead of abstrémtiing
probabilities, this approach yields more meaningful results in terms afvindth
savings that are influenced by many network characteristics.

Traffic demand models have a signifcant impact on the bandwidth saving
For variable b2b traffic aggregates that oscillate opportunistically on wilanke
links, the maximum bandwidth savings of 50% are achieved only if theeaffer
load in the network is high enough. More realistic traffic demand models con
structed proportionally to the user activities at the nodes afide area net-
work (WAN) can be categorized inttnearity to provider activity(LPA), lin-
earity to consumer activityl. CA), and linearity to provider and consumer ac-
tivity (LPCA). Using simple single path tunnels, bandwidth savings are hardly
achievable if the LPA/LCA modek¢ 2.2%) is assumed. More significant savings
are obtained in case of the LPCA model (7.5%). The analysis of the time-
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dependent capacity requirements of a single link reveals that the bahdsai
ings significantly depend on the overlapping of busy hours of aggregaixed
over that link. The savings increase if these busy periods occur atafifftimes.

Tunnel implementations have a major impact on the overall required netwo
capacity but also on the bandwidth savings. To illustrate this influence, we dis
tinguish between single path tunnels according toghertest path firs(SPF)
principle, equal cost multi-patfECMP) tunnels, relaxed ECMRECMP) tun-
nels, andself-protecting multi-pat{SPM) tunnels with equalkSPMe) or re-
ciprocal ¢SPMr) load distribution, and assume the previously identified WAN
traffic demand models. SPF tunnels perform worst and save the kradiviuith
for LPA/LCA (~2.2%) and LPCA & 17.5%). Among the multi-path tunnels, the
kSPM implementations perform best and save the most bandwidth for IG2A/L
(~ 8.5%) and LPCA & 28.5%). Although specific to our test network, these
values advocate multi-path tunnels which are also favorable with regaretto n
work resilience. However, the bandwidth savings achievable with ABA tjigh
decrease~ 1%) if network resilience is taken into account. This is reasonable
since the capacity assigned to adaptive tunnels is always as small @slgposs
which decreases the potential for capacity sharing in case of netwhniefa

In conclusion, the resources in NGNs must be exclusively dedicateathii-a
ted traffic to guarantee QoS. For that purpose, robust and effiacepts for
NRM are required to control the requested bandwidth with regard to thialalea
transmission capacity. Sophisticated AC will be a key function for NRM in SNGN
and, therefore, efficient resource management concepts likeexpe-based ad-
mission control and adaptive bandwidth allocation for admission-controte
pacity tunnels, as presented in this work are appealing for NGN solutions.
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